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Introduction

This thesis describes the developed software, the expetaitechniques and the
analysis results for monitoring and assessing data quaiif LAS RPC trigger
chambers.

ATLAS is an experiment currently running at the Large Had@mllider (LHC)
at CERN laboratory, in Geneva. LHC is the most energetic lacai®r in the
world. Its main features are threeuminosity andEnergy The LHC accelerator
is designed to provide proton-proton collisions at the eeaf mass energy of 14
TeV at a luminosity ofl03*cm~2s~1 with a bunch crossing rate @bns. At the
time of writing it is providing collision at half of design ergy but almost a factor
of four higher than achieved in previous accelerators.

The main physics goal of the ATLAS experiment is the discpwéithe Higgs
boson. In the theoretical frame of the Standard Model theysllgpson is respon-
sible of the observed mass of elementary particles. In mdiATLAS has a large
capability to discovenew physicsas for examplesuper-symmetriparticles, ex-
ploring the TeV energy scale range.

One of the two major experiments installed at the LHC is the A% detector.
It is a general purpose experiment designed to cover thegmgje of the physical
processes that will be produced by LHC collisions. It is cosgd of several sub-
detectors with very well defined purpose: a central traclsygtem to reconstruct
and define charged particle trajectories near the intenagioint, a calorimetric
system to measure energy and direction of electron, phatdimadronic particles
and an air core muon spectrometer to identify muons and me#seir momen-
tum.

High momentum muon final states are amongst the most prograsid robust
signature of physics at LHC. To exploit this potential, thRELAS Collaboration
has designed a high-resolution muon spectrometer witlistéone triggering and
momentum measurements capability over a wide range ofveass momentum.
The ATLAS muon spectrometer consist of muon chambers farigien measure-
ments and dedicated fast muon detector to provide infoomatiuon candidates
(Trigger signa). As described in the second chapter of this thesis, thgédrig
chambers are made of Resistive Plate Chambers (RPCs) irattet kegion and
of Thin Gap Chamber (TGCs) in the end-cap regions. The ATLA&Sde group,
to which | belong, was involved in the production and testhaf RPC chambers.
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2 CONTENTS

RPCs are gaseous detector providing typical space-tinodutesn of 1 cm x 1 ns.
In this work | developed the software and the technique toitoooffline the
RPC detector. In addition, | implemented the algorithms eétednine the data
quality of the RPC detector during data taking. Finally, plgd the described
tools during all ATLAS commissioning phase and cosmic runddbug and char-
acterize the RPC detector in the cavern.
The dissertation is organized in six chapters:

e Chapter 1:The standard model of elementary particlessummarize the
Standard Model theory and in particular the spontaneousrstny break-
ing with the Higgs boson mass constraints coming from thaoxy experi-
ments. An introduction to the physics beyond the StandardéVisuch as
Supersimmetry is given. The possible experimental sigeataf the Higgs
boson in the SM framework are also presented.

e Chapter 2:The ATLAS experiment at Large Hadron Collider gives an
overview of the Large Hadron Collider machine and a desonpbf the
ATLAS experiment with all its sub-detector. More emphasigiven to the
Muon Spectrometer system.

e Chapter 3:ATLAS RPC trigger chambers gives a detailed description of
the ATLAS RPC design, the RPC detector location in the MuoecBpm-
eter, the muon selection algorithm and the readout eleicson

e Chapter 4:ATLAS RPC Offline Monitoring describes in detail the struc-
ture of the offline monitoring code. The monitor of RPC systswell the
algorithm used to correlate the trigger chamber respongbeq@recision
chambers are presented, together with the process to mesgés from
different runs.

e Chapter 5RPC Data Quality Monitoring Framework (DQMF) presents
the system developed to provide the Quality Assurance odiébector dur-
ing the data taking. The RPC DQMF is builtinside the more ga LAS
DQMF, which allows to apply automatically pre-defined altfon to check
reference histograms. In this chapter the strategy, tlegerte histograms
and the algorithms developed for the RPC Data Quality aregmted.

e Chapter 6RPC performance and results with offline monitoringpresents
a series of results obtained by using the described offlineitmiong and
focused on the detector performances. In particular, a éetepharacteri-
zation of the detector analyzing cosmic rays data acquir@09 is given.
Finally, the status of the detector at the time of the first AB_collisions
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and single beam scraping events, as reconstructed by thmeaffbnitoring,
is presented.
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The standard model of elementary
particles

1.1 The Standard Model

1.1.1 Particles and fundamental interactions

The Standard Model (SMY] of elementary particle is a re-normalizable theory
based on the non-Abelian Gauge symmetry group:

SU(?))colour X SU(2>weak X SU(l)hypeTChCL’I‘QE‘ (11)

The subgroup U (3)...0ur describes the colour, which is the charge of the strong
interactions, whereas the subgrou§is(2).,cqx and.SU (1) nypercharge are associ-
ated with the weak isospin and hypercharge respectively.

Elementary particles are divided into two types. The firpetyf particles are the
fundamental constituent of the matter: these particlegeareions The fermions
have half-integer spin and are divided into two groups ecH#ptonsandquarks
each group is divided in three families. Both groups are extttip electro-weak
force, instead only the quarks feel the effects of the stiategaction.

Leptons and quarks are grouped in weak isospin multipletb.(I.1.1). The
left-handed spinor components (marked with substipealize one weak isospin
doublet and the right-handed ones (marked with subs&jpealize two weak
isospin singlets. This means that only left-handed padidéel the interaction
associated to the weak isospin and this causes the symnaeityy lpreaking in the
weak interactions. In the Standard Model, there are no #ieat limits on the
number of the possible fermions families, but the existesfce fourth family of
leptons and quarks with mass smaller than 100 Gelfée charged leptons) and
250 GeV/@ (for quarks) is excluded experimental$]]

Quarks have a further quantum number, calletbur, that can take three values
(red, green and blue). The colour charge has never beervelolsemature, quarks
exist only relegated in colour singlet composed particlel4ed hadrons The

5



6 The standard model of elementary particles

R KR TR

(1), (), ()

Quarks i) °/ L b/
R CR lr

dr SR br

Table 1.1: Leptons and quarks divided in three families and weak isodpublets and
singlets.

hadrons are divided in baryons (fermions composed by thnaekg) and mesons
(bosons composed by a quark and an anti-quark).

The second type of elementary particles are representeddpnlvectors: the
carriers of the fundamental forces. All the fundamentagiattions can be ex-
plained by the exchange of a boson vector between the ittegguarticles. The
carrier of the electromagnetic force is the photgithe carriers of the weak inter-
action are the vector bosohg* e Z°. Finally, the carriers of strong interaction
are the gluong,, with o = 1,...,8, and the carriers of gravitational interaction
are the gravitons, hypothetical spin02 particles.

Experimentally the weak force is a short range interactidhis can be ex-
plained only if vector bosons have mass. In the Standard Mdde mass of
the boson vectors is generated by introducing two complalasdields in the
weak isospin doublet representations. By imposing a na egpectation value
in the vacuum state, automatically the electroweak symnietiroken and boson
vectors acquire an effective mass by interacting with theobocondensate (this
is the so-calledHiggs mechanisin Furthermore, the scalar field allows also the
generation of fermions mass introducing the Yukawa po&énti

In the Standard Model, a force is introduced by imposing ®ltagrangian
describing the matter fields the invariance under a local (depending of the
coordinates) transformation of internal symmetries gr(@guge symmetry of in-
ternal group).

A gauge transformation is a transformation where the eléraesymmetry
group depends on the point. The specific nature of the tramstton is es-
tablished by experiment. For example, the theory of Quarteatrodynamics
(QED) can be deduced if one imposes to field equation, thatitées an electron,
an invariance under a local phase transformation. The pinassformation be-
longs to the groug/(1) , under which the wave function transforms as*?(*)1,
To preserve the phase local invariance, an interaction teittn massless vector
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boson (the photon) must be introduced.

For the weak interaction, we can proceed in the same way, libtanmore
complex transformation: in this case it is required thatlthgrangian is invariant
under a transformation belonging to thé&/(2) ® U(1) group of the weak isospin
and weak hypercharge.

The strong interaction is, instead, generated by requldogl invariance with
respect to the groupU (3) of the colour charge.

1.2 The Electro-weak theory

In 1961, S. L. Glashowd] proved that the weak and electromagnetic interactions
are not separated, but are two aspects of the same forcelettteoenveak inter-
action. The theory of the electro-weak interactions is adgéaheory based on a
symmetry groupsU(2), ® SU(1)y. The weak hyperchargg, the third compo-
nent of the weak isospihand the electric charg@ are related by the Gell Mann

- Nishima relation: v
By requiring that the Lagrangian of the electro-weak intécm is invariant under
the Gauge transformatiofiU (2) ® SUy (1) and substituting the expression of

the standard derivative with the covariant derivative:
. . T i
D,=0,+igYB, + Z92§WM7 (1.3)

(where7 are the Pauli matrices ang, g, are the coupling constant of the in-
teraction ), four vector bosons are introducéﬁ; with: = 1,2,3andB,,. The
Standard Model Lagrangian can be written as sum of four iaddpnt terms:

L=Lr+Lg+ Ly+ Ly, (1.4)

whereL » andLg describe respectively the kinetic term and the gauge iotiem

of fermions and bosons, whereds, and £, describe the mass generation of
bosons and fermions by the introduction of Higgs scalar bpsoaddition to the
kinetic term and interaction of the Higgs patrticles.

The termLy = i1y D,1) is related to massless fermionic particles fields and to the
interactions with gauge fields; the term

1
4

. . 1
Lg=—-W,W,, - 7 BB, (1.5)
Wi, = 0,W, — W, — goe "W W} (1.6)
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and

B,, = 0,B, — 0,5, (1.7)
c_o)ntains the kinetic term of gauge fiehzfs andB and the self-interaction of fields
W due to the fact that the grouflJ(2).,c.x is non abelian.
As explained in the following section, the mass eigenstatdse fieldv?/ are:

W, = %(Wl} TW2, (1.8)
whereas a combination of neutral bosons describes the phbtcand theZ,
boson:

A, = By cos Oy + W, sin Oy (1.9a)
Z, = —Bysin Oy + W cos Oy . (1.9b)
Thedy, parameter is the weak mixing angle and experimentally we liaat:
sin Oy ~ 0.231,
furthermore, the coupling constantsandg. are related witty, by the formula:
g1 sin By, = gacos by = e. (12.10)

Neglecting the self-interactions terms, the gauge termbeawnritten as

Lg = —iFWF’“’ - % wuwFly — iZWZ’“’, (1.12)
where F,, is the electromagnetic field tensadryy,, is the weak charged field
tensor and?,,, is the weak neutral field tensor given by expression similt 16)
and (L.7).

The Lagrangian described so far does not contain mass temthscanse-
guently, bosons and fermions are massless. This is bedagipedsence of direct
mass terms would destroy the invariance of the theory urfgetransformation
SUL(2) ® SUy(1). To generate the bosons and fermions mass “inside” theytheor
and to be, therefore, consistent with experimental evideinds necessary to in-
troduce a new scalar field and apply tHeygs mechanisrf¥], to generate boson
masses, and théukawa potentialto generate fermion masses.

1.2.1 The spontaneous symmetry breaking mechanism

To generate the particles mass without destroying the ismwee under the gauge
transformation, it is possible to usespontaneousi.e. “implicit’ 1) breaking of
the symmetry

Lin this casespontaneous symmetry breakimgans that the Lagrangian is symmetric under a
certain transformation, but the solutions of equation ofioroare not.
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This is done by introducing a complex scalar field that seféiact with a
phenomenological potential:

V() = u?¢'o + A¢'¢)?, (1.12)
where:
¢ = ¢1+ips (1.13)

and the parameters are chosen in such a way that the originggleamaximum:
pr <0, A>0. (1.14)

For simplicity, we consider first the breaking of the Abelgauge groupU(1).
In order to have the Lagrangian invariant for a phase transdtion like:

¢ — g, (1.15)

it is necessary to replace the standard derivative withcantderivative:

D, = 0, —ieA,, (1.16)
introducing the gauge field,, that transforms according to:
1
A, — A+ - oo (1.17)

Then, the gauge-invariant Lagrangian is given by:
L= (0"—ieA")¢* (0, —ieA,)d — u’¢*d — N*(¢*¢)* — iFM,,F’“’. (1.18)

The potential/(¢) has a minimum in the points of spagg, ¢-») belonging to a
circle with radiusv given by:

2
P =gt ¢2  with  0?= _MT (1.19)

Around a minimum energy poir{i); = v, ¢, = 0), we can writeg in terms of
two real fields {, &) defined by:

o) = —5 [o-+1(a) + (). (1.20)
By substituting £.20) into (1.18), the last equation becomes:
1 2 1 2 2 2 1 2,2
L= 5((9#5) + 5(8“77) — v Anp° + 5€V ALA,

1 . .
— evA,0"E — ZFMVF“I/ + interaction terms. (1.21)
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The equation 1.21) describes the dynamics of a massless basoa massive
scalar bosom and a massive vector bosoh,. The Lagrangian.21) has one
degree of freedom more than the Lagrangidri®. Because a change of coordi-
nates cannot change the number of degrees of freedom, weeal#dtat equation
(1.27) contains an unphysical field not representing a real partitis possible to
choice a specific gauge transformation by which the unphys$ield disappears
from the Lagrangian. Indeed, by writing:

6= = (041 +i6) = = (0-+ h(a) e (1.22)

It is possible to choose a new set of real field¢land a new boson field ,:
1
A, — A+ aa,ﬂ. (2.23)

In this particular case&](x) is chosen such thdt is real. Therefore we have the
Lagrangian:
L= 1(a h)? — Av?h? + Lezg2az s - Dyp
2 2 K 4
1 1
+ AU+ vt ALh — 2 F P, (1.24)

in which we get two massive particles, the vectorial bosgignand the scalah
(theHiggs bosohand no off-diagonal terms, like the temmA,0"¢ of (1.21).

For the case of the breaking §1/(2) group symmetry, we start by considering a
Lagrangian defined as:

L= (0,0)1(0"0) — 12s'e — X (¢'0)”, (1.25)
whereg is a complex scalafU(2) doublet.
¢a) 1 (¢1 + Z¢2)
= = ). 1.26
¢ (¢ﬁ V2 \ @3 + iy ( )
In order to makeC invariant under théocal gauge transformation defined by:
¢ N ¢/ _ eiaa(:c)Ta/2¢’ (127)

it Is necessary to use in equatiadhZ5 instead of the standard derivative the co-
variant derivative: ~
D, =0,+1g 5“ Wi (1.28)
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In this case, three gauge fieldg; (x) (with @ = 1, 2, 3) are introduced. Under the
infinitesimal transformation:

¢(x) — ¢'(x) = (1 +ia(z) - 7/2)¢(x) (1.29)

these fields transform as:
1
w, —Ww,— 5(9“04 —ax W, (1.30)

Therefore the gauge invariant Lagrangian correspondiregjtation {.28) is:

1 f 1 1
L= (% +ig5T W,@) <a“ +ig5T W“¢) — V() — W W, (1.31)

with
V() = 1*6'¢ + A(¢'9)? (1.32)
and
Wy =0,W, —0,W, — gW, xW,. (1.33)
If 12 > 0, the equation].31) describes a physical system of four scalar particles
¢; interacting with three massless gauge bosidffs If p? < 0andX > 0, the
potentialV (¢) of (1.32 has a minimum at the points satisfying the conditions:

2
o= 36+ R+ + o)=L (1.34)

We can expand(x) in a neighbourhood of a chosen minimum:

1 =2 = s =0 ¢35 = —% =% (1.35)
Therefore, by expanding(z) in the neighbourhood of the selected vacuum state:
1/0
¢o = 5( ) (1.36)
v

and substituting the field

oe) = \/g<v +%(x))’ (1.37)

into the Lagrangian1(.31), we obtain that the only scalar field surviving is the
Higgs fieldh(x). Indeed, if we writep(x) as

v7-0(x) /v 0
o(x) = I (M(m)), (1.38)

V2
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with 61, 05, 63 andh real fields the exponential term drop out from the Lagrangian
By substitutingy, (defined in (.36) into the Lagrangian, we obtains:

( w2 W, — iwj) <0)
Wy +iaw; W v

_ giigf_[([¢/1)2 (W2 4 (Ll/l)Q]

] p jz 2

2 2

7
8

1
zg§T~W@¢

(1.39)

and the mass of vector boson is given ky = %gv. Therefore, the Lagrangian
describes three massive gauge fields and one massive kcalar

1.3 Higgs boson mass constraints

The standard model does not predict the Higgs boson massyeayit is possible
to estimate lower and upper theoretical limits by imposhmgihternal consistency
of the theory. In addition, in recent years, a huge amounatd dre collected with
experiments at LEP accelerator (electron-positron cellmperated from 1989 to
2000 in CERN laboratories at Geneva, see ref ...) and at Gevaiccelerator
(proton - antiproton collider build and still in activity &NAL near Chicago, see
ref ...) . From these data, it is possible to obtain expertadyoundaries to Higgs
boson mass.

1.3.1 Theoretical limits

In addition to understand the origin of particles mass, #tigence of Higgs boson
is fundamental even to guarantee the renormalizabilityexfteo-weak theory. By
requiring that the theory wold be renormalizable only at Ewergy (\ ~ 1 TeV),
the possible Higgs boson mass interval ranges ab@&V to aboutl0® GeV. The
allowed mass interval becomes narrower if we require thatstandard model
would be consistent up to energy For a quark top mass,; equal to 175 GeV,
the allowed values of Higgs boson mass, as function of theggne are showed
in figurel.1

1.3.2 Experimental limits

The precision reached on the measures of electro-weakwaides by the experi-
ments with é- € collisions amounts to about fractions of percent. Thesesomea
ments indirectly impose limits to Higgs boson mass. Theltesi direct Higgs
search at LEP experiments fix the lower mass limitsitg > 114.1GeV/c* with
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Figure 1.1: Higgs boson mass range vs energy scale to which the standzadl ns
theoretically consistent.
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95 % confidence level. After the precise measurements of tepkgnass (equal

to 171.2 + 2.1 GeV [5]) made at Tevatron experiments, the observables of the
standard model can be written as function of the Higgs bosassnonly. The

fit performed to the measured observables, leaving the Higgssmy as free
parameter has &2 with a minimum atmy = 85 GeV and an upper limit at
my < 212 GeV with 95 % confidence level (this result is showed in Figui.

6 T .l'
5 F
5 A(x'l(’la)d = N

— 0.02758+0.00035
=== 0.02749%0.00012 ]
4 ++ incl. low Q° data -
m?.< |
B> 3
2 — —
1 — —
0 | Excluded W 1
T T T T T T r T
30 100 300

m,, [GeV]

Figure 1.2: Change ofAx? of SM observables as a function of Higgs boson mass. The
yellow band is the mass region excluded at LEP by direct bearc

Finally, data collected from experimeni% and CDF at Tevatron (proton -
antiproton collision with a center of mass energy equal & IleV) allow to
exclude, with 95% confidence level, the mass range betwe2ari® 166 GeViA
[6] [7]. A summary of allowed and excluded mass ranges is showedurefi..3:
the variable used to discriminate over allowed and forbmddegions for Higgs
mass is the ratio between the number of signals recordedutasidn of mass
my) and the number of signal expected in the background onlypthngsis 8].
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Figure 1.3: Ratio of experimental limits on Higgs boson production srggction to
SM cross section as function of Higgs boson mass. The ratxpsessed in units of
SM predictions. A value of the normalized ratio equal or |#sn one means that the
corresponding Higgs boson mass is forbidden (with the 95k0)C.

1.4 Supersymmetry

1.4.1 Open questions in standard model

The standard model has an excellent agreement (within ssprerof about 0.1%)
with results obtained from all experiments made up to nowweler it contains
several open and unsolved questions. Up to now, the Higgsnbdiseoretically
foreseen, has never been observed in accelerators expesinfeirthermore, it is
very likely that the standard model is only an approximagexact only at low en-
ergy) of a more general theory. In the standard model, wedkesettromagnetic
interactions are described in a unified theory, but stromgef@re not yet unified
with electroweak force. It is thought that exist a higherrggescale at which all
three fundamental forces are unifigéréat Unification Theorypr GUT).

In addition, particles quantum number are not quantitgtivereseen from
theory, therefore the model contains 19 “free” parametstgse values have to
be inserted “by hand” in the model (the neutrino oscillati@ald three additional
free parameters).

A further problem is the so-called “hierarchical problenThe Higgs boson
is the only scalar field foreseen inside the standard modeé garticularity of
a scalar field is that mass corrections have a square divezgeith the cut-off
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energyA?, instead all other divergences are proportionald@A?. This leads
to the divergence of the Higgs mass. This problem can bevedal the Higgs
boson is embedded in a supersymmetric theory.

1.4.2 Supersymmetry

The supersymmetric theory (so-call&SY is one of the most promising ex-
tension of the standard model and will be, therefore, ondefmhost important
research area for ATLAS and the other LHC experiments. Sypemetry is the
largest extension of the Lorentz group and starts from titexce of a symmetry
between fermions and bosons. For each particle with integier there must ex-
ist a particle with the same internal quantum numbers, bth half-integer spin
(and, vice versa, for each particle with half integer spiar¢his a particle that
has integer spin). According to the used nomenclature,rsypanetric particles
associated to the know particles are designed with a tilee the symbol (for ex-
ample ‘8" ); supersymmetric boson have the same name of standaothddsut
with the prefixs-; instead supersymmetric fermions are designed with narhes o
standard fermions followed by the suffixo.

The supersymmetric generatpp, Q} satisfies the following commutation rules:

{Q,Q} = =2, P" (1.40)
[Q,P"] ={Q,Q} ={Q,Q} =0 (1.41)
Q|bosons) = | fermions) Q| fermions) = |bosons) (1.42)

(P* is the momentum operator ang are the Dirac matrix).
In the minimal extension of standard model (MSSM), eachedii@rmion f;, x is
associated to one scalar sfermiﬁLnR and each massless gauge bospnwith
two elicity statest1 is associated to one massless gaugino with sgif2 and
elicity +1. There are also two complex Higgs doublets and their owncasso
ated Higgsino. Interactions between supersymmetricgestiare obtained from
corresponding standard interactions by substitutingdineach vertex with super-
symmetric particles. Supersymmetry solves the hieraatipooblem, due to the
fact that bosons and fermions leads to the cancellationuaregoop divergences.
If the scale of the supersymmetric particles is about 1 Telge8symmetry solves
also the problem of the unification of fundamental (eleeterk and strong) in-
teraction and provide a natural candidate for the dark matte

Supersymmetry is obviously broken, because superpaticdee never been
observed and many mechanism to broke the symmetry, sutibagra are fore-
seen by the theory.
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1.5 Higgs search at LHC

1.5.1 Standard Model Higgs
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Figure 1.4: Production cross-sections for the SM Higgs boson as a famctf its mass
at LHC, for the expected production processes.

The standard model predicts various possible electrowesthanisms for the
production of the Higgs boson. In figule4, the expected production cross sec-
tions, at LHC design energy for these process are reportégnation of Higgs
boson mass. As could be seen from the figure, the dominarégs@re thgluon
- gluon fusion(gg — H) and thevector boson fusiofigqqg — qqH ) whose Feyn-
man diagrams are drawn in figuie5. The cross section are numerically small,
therefore the Higgs search will be difficult because of tivedate production and
the small signal/background ratio. The searches will beged on different final
states according to the possible values of the Higgs massdflg6): in the low
mass region, the most important is the decay chafhel ~+; in the intermedi-
ate and high mass regions, the chaniel- 4¢ and, at very high mass, the decay
in H — 2/vv. In the next sections, it will be reported the details of tleeal
channels, classified depending the expected Higgs asHE{e branching ratios
of the Standard Model Higgs boson decay channels as a funatibliggs mass
are reported in figuré.6
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Figure 1.5: Feynman diagrams of the processes mainly contributingeg@tbduction of
a SM Higgs boson at LHC: (a) g-g fusion, (b) WW and ZZ fusion.
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Figure 1.6: Branching ratios of the Standard Model Higgs boson decayratla as a
function of its mass.



1.5.1 Standard Model Higgs 19

Low-mass Higgs

In the low mass region, the Higgs mainly decays fiitdout the signal can neither
be triggered or extracted out of the hubjebackground due to standard QCD
process. For this reason, the most promising channel isebaydntoy~, which

has a tiny branching ratio but a very narrow mass peak abasrttooth QCD
background (see figure.7). Excellent energy and angular resolution are needed
to observe the narrow mass peak above the irreducible premmontinuum.
Powerful particle identification capability is also recedrto reject the large QCD
jet background.
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Figure 1.7: Simulated invariant mass distribution of the candidates in ATLAS detector
from a Higgs boson with mass of 120 GeV, superimposed to tbkgoaund, at 100 fb!
. In the right figure the signal is shown after background sudbion.

Intermediate-mass Higgs

In the range energy from 130 GeV ta\Z;, the decayH — ZZ* — 4l is
favourite. The event rate is small and the background reolugs difficult be-
cause one of the is off-shell. In this mass region the Higgs natural width is
small (< 1GeV), then lepton energy and momentum resolutions are ritaupio
The irreducible background arises from the continudgi®) production. Thet
reducible background can be suppressed by lepton isolatidnby lepton pair
invariant mass cuts, while the reducible backgroufid can be suppressed by
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Figure 1.8: Simulated 4-leptons invariant mass distribution for vasdiggs masses
(130, 150 and 170 GeV) with the sum of all backgrounds for 100 in ATLAS.

isolation requirements. The signals obtained are veryifsognt (figurel.8): AT-
LAS expects signals at the level of 10.3 (7.0), 22.6 (15.5) &5 (4.3) standard
deviation respectively foi/; = 130, 150, and 170 GeV in 100th (30 fb™1).

The decayd — WW® — [*u]~7 can provide valuable information in the
mass region around 170 GeV. The dominant background arnsesthe produc-
tion of W pairs surviving the cuts used to remove théackground.

High-mass Higgs

The “golden” decay modé/ — ZZ — 4l has a signal excess of six standard
deviation over a wide range of Higgs masses fraifi,2to about 600 GeV at 100
fb—1.

Electron and muon resolutions and selection cuts are gimddor theZ 7*
channel. As the Higgs mass increases, its width increaskgsaproduction rate
falls. Decay channels with larger branching fraction &e— WW/Z7Z —
ll/vv + jets. The enormoudl’ + jets andZ + jets background must be reduced
tagging on one or two forward jets associated to the bosaariygoduction.

1.5.2 Supersymmetric Higgs

The Higgs sector of the Minimal Supersymmetric Standard &@elSSM) fore-
sees two charged physical statés) and three neutral states, (i, A). This lead
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to a large spectrum of possible signals and makes difficeltstrarch of an evi-
dence of a supersymmetric Higgs boséh |

All the mass and the coupling constants of Higgs boson caratenetrized in
term of the mass of the CP-odd boson, and the ratio between the vacuum
expectation value of Higgs doublets, writtentas 3. Theoretical and experimen-
tal studies (10, [11]) on the detection of the MSSM Higgs boson at the LHC
have selected sets of parameters, for which supersymnpetriccle masses are
large. This forbids kinetically the Higgs boson decay in SUsarticles. There-
fore, will be investigated decay mode accessible also ia 0&SM Higgs boson:
H — vy, H — bb, H — ZZ — 4l (other possible channels afé/A — tf,

A — Zh, H — hh). Atlargetanf the most probable modes at&’A — 77 and
H/A — ppu.

Instead, if susy particles are enough light, decay mode persymmetric parti-
cles are allowed1[2]. In conclusion, the all range 50-500 GeV and 5 = 1 —50
should be reachable for the Higgs boson discovery at ATLASament.
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The ATLAS experiment at Large
Hadron Collider

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the new superconductinggn-proton ac-
celerator 3] installed at about 100 m deep below the countryside of Ganev
(Switzerland) at the CERN laborator§Huropean Organization for Nuclear Re-
search’). It is now in its initial operating phase at half designeergy and it is
made by two coaxial rings housed in the 27 km tunnel previocshstructed for
the Large Electron Positron Collider (LEP). The accelerétas been designed
to provide proton-proton collisions with the unprecederteminosity £ of 10**
em~2s~1, whereL is given by the formula:

L= N2 (2.1)

dro,oy

with: N; and N, the number of protons per bunch and per beéthe bunch
collision frequency,s, and o, the parameters characterize the Gaussian beam
transverse profile in the horizontal and vertical direcsisaspectivelyF the ge-
ometric reduction factor due to the beam crossing anglehérfinal operational
configuration, the proton beams will collide with an enerdy/dreV per beam,
providing a center-of-mass energy of 14 TeV, which is onesp@f magnitude
higher than the one reached in any previous collider. Theamasign parameters

of the LHC machine are shown in talffel.

In addition to the p-p operation, LHC will be able to collidedvy nuclei, e.g.
Pb-Pb, with a center-of-mass energy of 2.76 TeV/nucleoaa atitial luminosity
of 10%" em—2s~ L.

Two main luminosity scenarios are foreseen for the LHC ingppration:

e an initial “low luminosity scenario” with a peak luminositf about 16°
ecm~2s~1, corresponding to an integrated luminosity of about 10 fper
year.

23
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Circumference 26.7 km
Design peak luminosity POem 251
Beam energy at collision 7 TeV
Beam energy at injection 0.45 TeV

Dipole field at 7 TeV 8.33T
Coil aperture 56 mm
Peak beam current 0.56 A
Protons per bunch 1.4 101
Number of bunch 2808
Nominal bunch spacing in time 24.95 ns
Bunch spacing 7.48m
Normalized transverse emittance 3/
R.M.S. bunch length 75 mm
Filling time per ring 4.3 min
Luminosity life time 10h
Total crossing angle 300rad
Energy loss per turn 6.7 keV
Radiated power per beam 3.8 kW
Stored energy per beam 350 MJ
Stored energy in magnets 11 GJ
Operating temperature 19K

Table 2.1: Main design parameters of the LHC.

¢ the design “high luminosity scenario” to be reached apprnately 3 years
after the startup, with a peak value of about“l@n~2s~!, corresponding
to an integrated luminosity of 100 fth per year.

At high luminosity, the beam will be arranged in 2808 buncbi$.1 x 10
protons per bunch, which will collide each 25 ns in the int&n regions (IR).
Given a predicted p-p inelastic cross section of about 10@nid TeV, about 23
p-p interactions per crossing and a total of about 700 clobpgeticles with R >
150 MeV will be produced.

Figure2.1 shows the injection system layout for LHC. Protons are peedu
and accelerated up to 50 MeV by a proton linac before beiregtaf into the 1.4
GeV Proton Synchrotron Booster (PSB). A Proton Synchro(fe®) will accel-
erate protons up to 26 GeV and, finally, the 450 GeV Super Rr8tochrotron
(SPS) will inject protons into LHC, where they will be finakycelerated up to 7
TeV.
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Figure 2.1: Accelerator complex at CERN.
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Figure 2.2: Cross section of a twin-bore magnet for LHC.

The request for very high luminosity excluded the use of@(pince an anti-
proton beam would require several hours to cool and accumalai-protons be-
fore injection), consequently, a common vacuum and magrsées for both cir-
culating beams was not possible. In fact, to collide two beahequally charged
particles requires opposite magnet dipole fields. TheegfoHC is designed as a
proton-proton collider with separate magnetic fields anclvan chambers in the
main arcs and with common pipes, about 130 m long, at theset&ion regions
(IR), where the experimental detectors are located. Thebsams are separated
along the IR in order to avoid parasitic collision points.

Since there was not enough space in the LEP tunnel to accoatmodo
separate rings of magnets, LHC uses twin bore magnets, vaoickists of two
sets of coils and beam channels within the same mechanigetste and cryostat
(see figure2.2). 7 TeV peak beam energy implies a 8.33 T peak dipole field and
the use of a superconducting magnet technology.

Along the accelerator ring, there are four interaction p®when proton beams
will collide. In the underground caverns built around thesents, the detectors
ATLAS, CMS, ALICE and LHCb are installed. ATLAS (in detail seribed in
section2.2) and CMS are general purpose experiments, developed tstigage
the largest range of physics possible, whereas LHCb and El4df@ specialized
detector to investigate specific phenomena.
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2.2 The ATLAS experiment at LHC

The ATLAS (A Toroidal LHC ApparatuS) experiment is the resoil the efforts
of a world-wide huge collaboration, composed of about 28&earchers from
173 universities and laboratories of 39 countries. The ABLdetector layout is
shown in figure2.3[14].

25m

Tile calorimeters

! LAr hadronic end-cap and
forward calorimeters
Pixel detector \

LAr eleciromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation tracker

Semiconductor fracker
Figure 2.3: Overall view of the ATLAS detector displaying various suétekctors.

The detector has a typical onion structure around the beam gt is com-
posed by many different sub-detectors: inner detectotsrinzeter detectors and
muons detectors. Several of these detectors are surrolnydadnagnetic field
generated by four magnetic systems.

In the right-handed coordinate system used, the nominaldntion point (IP)
is defined as the origin of the coordinate system, the z axietes with the beam
axis, the positive x axis points to center of LHC ring from IRdahe positive y
axis is oriented upwards. The coordinate system mostly asethe coordinate z,
¢ (azimuthal angle measured around beam axisyaipalar angle). Th@seudo-
rapidity is defined ag = — In tan(0/2).

2.2.1 Magnet system

To measure the charged particle momentum, ATLAS uses a rhagstem made
of a central solenoid, an air-core barrel toroid and twocaire end-cap toroids.
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The dimensions of the overall system are 26 m of length and 2if diameter
and it stores an energy of 1.6 GlH].

The central solenoid is aligned with the beam axis and peaid T axial mag-
netic field for the inner detector. Because the solenoiditisgle the calorime-
ter volume, it has been designed to keep the material theskire front of the
calorimeter as low as possible. In particular, the solemorlings and the Liquid
Argon calorimeter share a common vacuum vessel.

The barrel toroid is made of eight flat coils assembled radehd symmet-
rically. In the windings coils, built with aluminium staired Nb/Ti/Cu super-
conductor and cooled at 4.5 K, a current of 20.5 KA circulaliése barrel toroid
provides a field of approximately 0.5 T (dependingr@rin the regionn| <1.3.

Two end-cap toroids are lined with the central solenoid agrkgate the mag-
netic field required for optimising the bending power in threleap regions of
the muon spectrometer system. Each toroid is made of eidladis (rotated by
22.5 with respect the barrel toroid coils) located in one larggostat. The field
provided by end-cap toroids is approximately 1 T in the psexapidity range 1.6
<n<2.7. The geometry of the magnet coils system is schemaitzigglire 2.4.

Figure 2.4: Geometry of magnet windings and tile calorimeter steel.

2.2.2 Inner detector

The ATLAS Inner Detector (ID)16, 17] is contained in a cylinder about 7 m long
and with radius of 1.15 m, within a solenoidal magnetic fiel@ d. The goal of
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the ID is to provide a hermetic and robust, in the very higle tvironment of

the LHC accelerator, pattern recognition, an excellent mattnm resolution and a
measure of primary and secondary vertexes. For all thogeopes, a tracker sys-
tem consisting of three independent and complementarylstdstors (from inner

to outer radii silicon pixels, silicon strips and straw tyibas been developed.
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Figure 2.5: Schematic view of a quarter section of the ATLAS Inner Dedect

Silicon pixels [L8] are arranged on three coaxial layers in the barrel regiah an
on end-cap three disk (on each side), in total, 1744 pixelutezdare installed.
The fine granularity (1Qum in R — ¢ plane and 115:m in z) allows to have
three high precision points for pattern recognition nearittieraction region and,
therefore, to reconstruct primary and secondary partidézsy vertex.

The Silicon Strips detector (SCT) is made by four layers inmddaegion and
nine wheels for each end-cap. There are a total of 15912 sewsith 768 strips
of 12 cm length per sensor, with a pitch of 8éh. The detector has an intrinsic
resolution of 17um (in R — ¢ plane) and of 58(xm (in z) and provides at least
four precision measurements for each track.

The Transition Radiation Tracker (TRT) is made of polyamalit (straw)
tubes of 4 mm diameter interleaved with transition radiatiwaterial. It enhances
the pattern recognition with an average of 36 point per tracl improves the
momentum resolution, without introducing a large amoumnhaterials in front of
the calorimeter. By detecting the transition radiatioramadiscriminate and reject
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electrons and pions. TRT tubes (which have an intrinsiclugi®m of 130 m)
are parallel to beam pipe in barrel region and arranged inidiésdn the end-cap
regions.

2.2.3 The calorimeter system

The ATLAS calorimeters are crucial for the reconstructidntloe most impor-
tant physics channels. In particular, high accuracy on tle@asaurements and
identifications of electrons and photons and a full coveltag@ronic calorime-
try, for accurate jet and missing transverse energy measnt are fundamental.
The ATLAS calorimeter system is composed of an Electromagri&alorime-
ter, a Hadronic Calorimeter and a Forward Calorimelé; RPO]. Figure 2.6 re-
ports a general view of ATLAS calorimeters. The electronetgncalorimeter
is separated in a barrel componen&(.475) and in two end-cap components
(1.3759<3.2) and is constituted of a sampling lead-liquid argoredsetr, with
accordion shaped kapton electrodes and lead absorbes.pldajor physical
requirements for the detector are a largest possible amgept a good electron
reconstruction and an excellent energy resolution in elaagge (10-300 GeV).
The hadronic calorimeter is composed of:

Tile calorimeter Is the outer part of the system, separated in barrel and apd-c
regions. It uses steel as absorber and scintillating tdek@active material.

LAr hadronic end-cap calorimeter Is made of two independent wheels per end-
cap and uses the copper-liquid argon sampling technigueflait plate ge-
ometry and GaAs preamplifiers in argon.

LAr forward calorimeter The FCal is approximately 10 interaction lengths deep
and consists of three modules in each end-cap: the first, ofac®per, is
used for electromagnetic measurements, while the othemhade of tung-
sten, measure the energy of hadronic interactions.

2.2.4 The ATLAS Muon Spectrometer

The ATLAS Muon Spectromete2]l] design, based on a system of three large
superconducting air core toroids, was driven by the needawiny a very high
quality stand-alone muon measurement, with large accegtaoth for muon trig-
gering and measuring, in order to achieve the physics gasdsissed in the first
chapter.

Precision tracking in the Muon Spectrometer is guarantgeti®d use of high
precision drift and multi-wire proportional chambers. &remphasis has been
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Figure 2.6: Schematic view of the ATLAS calorimeters system.

given in the design phase to system issues such as the ahgoifthe tracking
detectors. Triggering is accomplished using dedicateddeatectors, that allow
bunch crossing identification, with limited spatial acayraThese detectors pro-
vide also the measurement of the coordinate in the non-hgmiane in the barrel
region, where drift chambers measure only the bending ptanedinate.

In the following sections we will discuss the spectrometsign, the trigger
system and the tracking system with their different detetgtchnologies.

Muon Spectrometer Design

As discussed in the first chapter, the experiments at LHC hawxy rich physics
potential related to the discovery of the Higgs bosons apesymmetric parti-
cles, and to the accurate study of CP violation in the Beaetyos 22]. Most of
these processes imply the presence of muons in the finak statethe ATLAS
Muon Spectrometer is an essential device to enhance thécghgach of the ex-
periment. The momentum range spanned by the interestiogorais very wide,
going from few GeV/c of the muons produced ihdecays to few TeV/c of the
muons produced in new heavy gauge bosons decays. For tless@sehe muon
system needs to satisfy the following requirements:
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e atransverse-momentum resolution of few percent in thedpwegion. This
limit is set by the requirement to detect the — 7 Z* decay in the muon
channel with high background suppression;

¢ at the highesp; the muon system should have sufficient momentum reso-
lution to give good charge identification f&f — ;" p~ decay;

e a pseudo-rapidity coveragen | < 3. This condition guarantees a good
detection efficiency for high-mass objects decaying int@nsuwith all of
them within the acceptance region;

e a hermetic system to prevent particles escaping througdctimtcracks;
e a 3-dimensional measurement of spatial coordinates;
e alow rate of both punch-through hadrons and fake tracks;

e a trigger system for almost all physics channels. For B pgtsyaimaximal
coverage and efficiency for muons with transverse momentowndo 5
GeV is required.

The spectrometer design has been optimized to reach a hsghuten and
robust stand-alone muon identification and it is illustdatefigure2.7.

Figure2.8shows the different contributions to the muon transversmpsr@um
resolution.

For momenta below 10 GeV/c, the energy loss fluctuation, feoms crossing
the calorimeters, limits the resolution to about %-8The multiple scattering in
the materials limits the resolution to about2 While, for higher momenta, the
intrinsic spatial accuracy of the chambers and the knovdezfgheir calibration
and alignment give the largest contribution to the resofutiAt 1 TeV/c momen-
tum muon is measured with #¥0resolution, which was one of the more stringent
requirements on the spectrometer design.

Muon momentum resolution at low momenta (below 100 GeV/o) lmaim-
proved by using a combined reconstruction of the muon trajg@xploiting also
the inner tracker measurements. In this case the Muon $peeter is used
mainly for the identification of the muon. In figu29 the stand-alone and the
combined momentum resolutions are combined as a functidheofransverse
momentum in the regiophn |< 1.1. In ATLAS the muon momentum is measured
with a precision of about% up to 250 GeV/c.

The spectrometer is divided into three regions: the Bac@lering the rapid-
ity region| n |< 1 and two End-Caps, covering the rapidity regidns| n |< 2.7.

In the Barrel, the toroidal field is produced by eight veryglisuperconducting
coils arranged in a open geometry (fig@x40).
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Figure 2.7: Configuration of the muon spectrometer.
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Figure 2.8: Contributions to the resolution as function of the muon motaen.

The field integral in the Barrel varies between 2 and 5 T m, Watge vari-
ations as a function of the azimuth angle. The muon trajga®isampled in
three high precision measuring stations placed insidedrsd, equipped with
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Figure 2.9: Stand-alone and combined fractional momentum resolutsoa fanction of
the transverse momentum.

Figure 2.10: The eight barrel toroid magnets photographed in Novemb@b 2(uiring the
detector installation phase.

Monitored Drift Tubes (MDT, see sectidh2.4 and arranged in three cylindri-
cal layers around the beam axis. Each station measures the paositions with

a precision of about 5¢m in the bending plane. In the two outer stations of
the Barrel spectrometer, specialized trigger detectoesigtive Plate Chambers,
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RPCs) are present. In the middle station two layers, eactpasimg two RPC
detectors (RPC doublet), are used to form a jgwtrigger (pr > 6 GeV/c). In
the outer station only one layer with one RPC doublet is ugédrim the highp,
trigger (pr > 10 GeV/c) together with the lowr station. RPCs measure both
the bending and non-bending coordinate in the magnetic figldger formation
requires fast{ 25 ns) coincidences pointing to the interaction region otine
bending and non-bending planes.

In the End-Cap regions, two identical air core toroids am@ghin figure2.11
and are placed on the same axis of the barrel toroid (correipg to the beam
direction).

Figure 2.11: View of the ATLAS Cavern with the EndCap Magnets in place(R007).

The measurement of the muon momentum in the End-Cap regiaccam-
plished using three stations of chambers mounted to foreetbig disks called
‘wheels’. These are located normal to the beam directioth ra@asures the angu-
lar displacement of the muon track when passing in the magfeld (the toroids
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are placed between the first and the second tracking stations

In the End-Cap regions the toroids volume are not instrusteand a sagitta
measurement is not possible but an angular measurementfesrped. MDT
chambers are used for precise tracking in the full angulaepiance, with the
exception of the inner station where the regior 2 | < 2.7 is equipped with
Cathode Strip Chambers (CSC, see sec#dh4) which exhibit a smaller occu-
pancy. The CSCs have spatial resolution in the range @ff60

The trigger acceptance in the End-Caps is limited to| < 2.4 where Thin
Gap Chambers (TGC, see sectib.5 are used to provide the trigger. The TGCs
are arranged in two stations: one made of two double gapdaysed for the low
pr trigger, and one made of a triple gap, used in the higkrigger in conjunction
with the low pr stations. The highy; station is placed in front of the middle
precision tracking wheel and the lgw- station is behind it. The TGCs provide
also the measurement of the second coordinate and for eesmethere is a TGC
layer also in the first tracking wheel.

Tracking Chambers
Monitored Drift Tubes: MDT

The precision tracking is performed, in almost the wholecspeneter, by the
Monitored Drift Tubes (MDTs). The basic detection elementin aluminium
tube of 30 mm diameter and 4(dn wall thickness, with a 50m diameter central
W-Re wire 23]. The lengths of the tubes vary in the spectrometer from@®2
m. In each measuring station (barrel or end-cap), tubes ssenabled in two
multi-layers, which are kept separated by a rigid suppoucstire (spacer frame)
that provides accurate positioning of the drift tubes wébgect to each other and
support to the components of the alignment system (see fiylige

Multi-layers are made of 3 or 4 tube layers, with four-layeambers being
used in the inner stations. The mechanical accuracy in thetagtion of these
chambers is extremely tight to meet the momentum resolugguirements of
the spectrometer. Using an X-Ray TomograpBy][ which measure the wire
position with an accuracy of less thary®n, the precision in wire position in-
side a chamber has been checked to be higher tham®2@m.s. The required
high p resolution crucially depends also on the single tube rémwiudefined by
the operating point, the accurate knowledge of the caldmeadand the chambers’
alignment.

The MDT chambers use a mixture of Ar-G@3% — 7%), kept at 3 bar ab-
solute pressure, and operate with a gas gain>af@. These parameters were
chosen in order to match the running condition of the expenimthe MDTs can
sustain high rates without ageing effec®®]| and with little sensitivity to space
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Figure 2.12: Scheme of a Monitored Drift Tube chamber.

charge. The single tube resolution is below 100 for most of the range in drift
distance, and the resolution of a multi-layer is approxgheg¢xpected equal to 50
pm.

In order to take advantage of such tracking accuracy, cogaisurface per
chamber up to 10 &) an extremely accurate mechanical construction is needed.
Furthermore, precise monitoring of the operating condgits required for best
performance. Among these issues, very important is an lexctedlignment sys-
tem that enables the monitoring of the position of the défgrchambers in the
spectrometer with a precision higher than/30. Regarding this system, the alu-
minium frame supporting the multi-layers is equipped withFNIK [26] optical
straightness monitors. These monitors are formed by tHeseents along a view
line: a laser that illuminates a coded target mask at one &hehs in the mid-
dle and a CCD (Charged Coupled Device) sensors at the otderTdrs system
provides a very accurate measurement of the relative akgrmof three objects
(2 pm r.m.s.) and is used both for checking the chamber defoamgin-plane
alignment) and the relative displacement of different cham(projective align-
ment). The chambers are also equipped with temperaturetonsriin order to
correct for the thermal expansion of the tubes, and for thptrature of the gas),
and with magnetic field sensors (in order to predict theBEeffect on the drift
time).
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Figure 2.13: MDT resolution as a function of the drift distance. The c@reerrespond
to two discriminator threshold settings.

Cathode Strip Chambers: CSC

The background rate in 2 | n | < 2.7 region of the inner tracking wheel of
the End-Cap is large enough to demand the use of a precistentdewith high
granularity. A multi-wire proportional chamber with cati® strip read-out is
used (the Cathode Strip Chamber). The anode wire pitch & 2%, and the
pitch of the read-out strip is 5.08 mm. Cathode planes argppgd with strips
orthogonal to the wires and the precision coordinate isinbthby measuring the
charge induced on the strips making charge interpolatiawden neighbouring
strips (the structure is shown in figu&14). Typical resolution obtained with
this readout scheme is about . The smallness of the basic cell implies also
small maximum drift time (about 30 ns) which is beneficial eeg the chamber
occupancy low. The gas mixture is composed of Ar%30CO, (50%) and Ck
(20%) and the wires are supplied by 2.6 kV, resulting in a gas gaabout 10.

In ATLAS the CSCs are arranged in two layers, each contaigilayers of cells,
enabling 8 high precision measured points on a single track.
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(a) Schematic diagram of the cathode strip chamber.
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(b) Cutout view of a single CSC layer showing the construttetails.

Figure 2.14: Structure of the cathode strip chambers.
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2.2.5 Trigger Chambers

The ATLAS physics program demands for a highly flexible teggcheme with
different programmable transverse momentum threshold$ovwAluminosity a 6
GeV/c threshold for two or more muons is adequate for Beabsigs, while
higher transverse momentum thresholds (20 GeV/c) will leeldsr Higgs search
and highp physics measurements. The muon trigger in ATLAS is orgahiae
three level. The firstlevel trigger (LVL1), implemented iardware, uses reduced-
granularity data, coming only from the trigger detectorese Becond level (LVL2)
trigger uses software algorithms exploiting the full grkamity and precision data
from most of the detectors, but examines only the detectpioreflagged at the
LVL1 as containing interesting information (Region of Irést, Rol). The third
level trigger or Event Filter (EF) reconstructs muons apmiythe same refined
algorithms of the offline reconstruction in the Rol identifiey LVL2. Typical
rates at the three trigger levels are 75 kHz (LVL1), 1 kHz (2yland 100Hz
(EF).

The LVL1 trigger uses specialized trigger detectors: RRC#Hhe Barrel and
TGCs in the End-Caps. They are both characterized by fagbornse, needed to
handle background and to associate tracks to the LHC buwsBiag. The trigger
scheme used in both the Barrel and the End-Caps is illudtmatigure2.15

JTGC 2~

/ —

Figure 2.15: Trigger scheme for high and lowr thresholds in the Barrel and in the
End-Caps.

In the barrel, three double layers of detectors are used dyritger system.
The lowpr trigger uses predefined coincidence patterns in both projes; con-
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Figure 2.16: TGC structure showing positions of anode wires, graphiteaites, G-10
layers and a pick-up strip, orthogonal to the wires.

sidering the RPC middle station only. The momentum resmiuis about 20
and is limited mainly by multiple scattering and by fluctoatiof the energy loss
in the calorimeters. The highy trigger requires a spatial coincidence pattern
considering the two RPC stations. At of 20 GeV/c the momentum resolution
is about 30; and is limited by the axial length of the interaction regiorddy
multiple scattering in the central calorimeters. The saawgcl is applied to the
trigger scheme in the End-Caps. Thethreshold is defined by the width of the
coincidence patterns and can be programmed. This widthndispen the rapidity,
and for a 20 GeV/c threshold it varies from about 40 cm in the@do about 5
cm in the End-Caps.

Thin Gap Chambers: TGC

The Thin Gap Chambers are multi-wire proportional chamlétis a smaller dis-
tance between the cathode and the wire plane compared withdtance between
wires [27]. In fact, the distance between the cathode and the wireglisnin to
be compared with the wires pitch, that is 1.8 mm, while theevdiameter is 50
um (see figure.16).

The gas mixture is 8% CO, and 4%; “n”"-pentane, which results in a highly
guenching gas mixture that permits the operation in sasdravalanche mode (see
next chapter for detailed description of the gas detectpesation modes). Due
to this operation mode, these detectors are not very semsitismall mechanical
deformations, which is very important for large detectoAREAS [28]. The sat-
urated mode has also two more advantages: the signal prdyca minimum
ionizing particle has only a small dependence on the intidegle up to 40 de-
grees angle and the tails of the pulse-height distribusdeds than % of the total.
The chambers operate at a high voltage of about 3 kV. The tipgreonditions
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and the electric field configuration provide a short driftéiaic 30 ns), enabling
a good time resolution. The readout of the signal is done bothn the wires

(which are grounded together in a variable number, accgrthirthe desired trig-
ger granularity as a function of the pseudo-rapidity) armrfithe pick-up strips
plane placed on the cathode. The wires and the strips arempdiqular to each
other enabling the measurement of the orthogonal cooebnabwever only the
wire signal are used in the trigger logic.

Tests performed at high rate have shown single-plane tissugon of about
4 ns with 984 efficiency, providing a trigger efficiency of 99/6[29).

Resistive Plate Chambers: RPC

The RPC are gaseous detectors providing a typical spaeerésolution of 1 cm
x 1 ns with digital readout. The active element of the RPC gratmarrow gas gap
formed by two parallel resistive Bakelite plates, sepatdig insulating spacers.
The primary ionization electrons are multiplied in avalaes by a high, uniform
electric field of typically 5 kV/mm. The gas mixture has bedmsen in order
to operate in saturated avalanche mode and is composedeef glases: 94.7%
CyHoFy, 5% CHyp, 0.3% SKk. Tetrafluoroethane (&1,F,) has been chosen as
main component since, in addition to satisfy safety reaquésts, exhibits mod-
erately high primary ionization at low operating voltage oidover, the mixture
contains isobutane (El,,) as photons quencher and order to reduce the
amount of delivered charge and inhibit the streamer deveéoy.

Amplification in avalanche mode produces pulses of typydab pC. Signals
are readout via capacitive coupling by metal strips on btbéssof the detectors.
In ATLAS, RPC are mounted on MDTs with a mechanical structhet fix the
relative position between chambers. In one readout plamess) strips) are
parallel to the MDT wires and provide the bending view, wiiii¢he other plane
strips ( strips) are orthogonal to the MTD wires, providing the setaoordinate
measurement which is also required for the pattern recmgnitRPC detectors
will be extensively described in the next chapter.

2.2.6 Trigger and data acquisition system

The 40 MHz proton-proton collision rate of LHC produces adagiount of read-
out signals in ATLAS detector: a trigger system organizedhwae distinct levels
(Level-1 Level-2andEvent filte) has been implemented to select potentially in-
teresting events (see figuzel?).
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The first level trigger

The first level (L1) trigger (schematized in figu2el ) is implemented on detector
with custom made electronics board and it uses data frontiocaters and muon
trigger chambers.

The calorimeter trigger uses reduced granularity inforores from all the calorime-
ters and searches electrons, photons, jets with higbrEvents in which there is
a large E'S and a large total transverse energy. The trigger algorithimaised
on the multiplicity of hits from clusters found in the caloreters and from global
energy deposition.

The level 1 muon trigger uses signals of muon trigger chamBR&C and TGC and
searches for coincidence of hits in trigger station coesistvith high-g muons
coming from interaction point. There are six independeptiggrammable ¢
thresholds. Information from all muon trigger sectors asebined by the Muon
Central Trigger Processor Interface (MUCTPI).

Informations from calorimeter and muon triggers are coretify the Central
Trigger Processor (CTP) which makes the overall L1 triggeept decision. The
detector read-out system can handle a maximum L1 accepifrab®ut 100 kHz.

Interaction rate

Y GHe CALO MUON TRACKING ’
Bunch crossing
rate 40 MHz - LVL1
LEVELL momaries TRIGGER
< 75 (100) kHz
Derandomizers —3§—
i Readout d
Regions of Interest | ” ” ](F?a zu rivers
LEVEL 2 == Readout buffers
TRIGGER -' (ROBs) High Level
=T Trigger
| Event builder | HLT
EVENT FILTER Fuli-evemdbuﬂers
——————— an
~ 100 Hz processor sub-farms
Data recording

Figure 2.17: General view of three levels of the ATLAS trigger system.

The level-1 trigger must operate with a maximum latency 6f;2 and has
to identify without ambiguity the bunch crossing of intdreBata of all detectors
channels are retained in pipeline memories (located onarthe detectors) while
the trigger decision is being formed. If an event is acceptebkvel-1 trigger, the
region of interes{Rol), i.e. the information about the geometry locationr@fger
object is delivered to level-2 trigger.
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Figure 2.18: Block diagram of the level-1 trigger. Red, blue and blacledrare, respec-
tively, the output path to detector front-ends, L2 triggard data acquisition system.

High level trigger and data acquisition system

The second level of the trigger uses informations from &l shhbdetectors with
full granularity and precision, in the regions of interesfided by level-1 trigger
(in this way the amount of data analyzed is about 2% of thd)tofehe level-
2 trigger has an average event processing time of about 40nchsealuces the
trigger rate to approximately 3.5 kHz.

After that, all event data (associated with a given everg)catlected and as-
sembled in a formatted structure by theb farm input(SFI) application. Built
events are processed by the event filter processing farmhidrstep, unlike the
L2 trigger, the standard ATLAS analysis and reconstrucporgram is used. In
this final state, the event rate is reduced to roughly 200 Hizsahection proce-
dure has an average event processing time of about four dec®ata of events
which passed the event filter selection criteria are recelnyetheevent filter out-
put nodegSFO) and are written on files located on CERN central datardaeg
facility. Data are separated on variostseamsand written on different files de-
pending of the trigger signature (e.g. muons stream, mimrbias stream, etc.).
Special streams are tloalibration streamand the express stream. The calibra-
tion stream is not recorded at the end of the full trigger cHait at level-2 step
and it is used for detector calibration. The express streamains a subset of
the events selected by event filter (in fixed percentage feryestreams) and it
is reconstructed and analysed promptly as soon as SFO cluserta files on
disk. This allows to have a quickly feedback of the qualitydata taken and the
detector status.
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3.1 Resistive Plate Chambers

Resistive Plate Chambers (RPC) have been developed in ¥3813antonico and
R. Cardarelli BQ]. They are gaseous parallel plate detectors with a timdugen
of ~ 1 ns, consequently attractive for triggering and Time-Qdtit applications.

Their main advantages, compared to other technologiesistoin their ro-
bustness, construction simplicity and relatively low coisthe industrial produc-
tion. They are ideal to cover large areas up to few thousandregneters.

RPCs were originally used in streamer mode operat&i, fthen providing
large electrical signals, requiring low gain read-out gf@aics and not stringent
gap uniformity. However, high rate applications and deteageing issues made
the operation in avalanche mode absolutely necessary.widsgossible thanks
to the use of new highly quenching g, F,-based gas mixture instead of the tradi-
tional Ar-based mixture and to the development of high gaadrout electronics.

RPC, similarly to Spark Chambers and Parallel Plate AvddanChambers,
consist of two parallel plate electrodes made with highstesty material, typi-
cally glass or bakelite.

The fundamental processes underlying RPCs are well knovaehafged parti-
cle produces free charge carriers in the gas, which drifatos the anode and are
multiplied in a uniform electric field induced by an exterhajh voltage applied
to the electrode plates. The propagation of the growing rarmafbcharges induces
an electric signal on the read-out strips, which is ampliied discriminated by
the front-end electronics.

The charge), reaching the electrode surface is locally removed from tbe-e
trode itself following an exponential law:

Q(t) = Que™/™ with 7 = pee, (3.1)
wherep is the electrode volume resistivity andands, are the relative permittiv-

ity of the resistive material and of the vacuum respectivelg defined as the time
needed by the electrode to get charged again thus recovéerigitial voltage in

45
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the gap and varies from ~ 1 s for glass resistive plates (for which the volume
resistivity isp ~ 102 Q) cm) tor ~ 10 ms for plastic-laminated plates (for which
p ~ 10 O cm).

3.2 The ATLAS RPC

The RPC gas volumes are made of two parallel bakelite platesng a volume
resistivityp ~ 10'°*!  cm. They delimit a 2 mm gas gap filled with a gas mixture
at atmospheric pressure. These plates are coated, on #raabgide, with a thin
graphite layer with a surface resistivity ranging from 1@0300 Kcm?. The
graphite layer allows to uniformly apply the high voltagehe electrodes without
screening the avalanche signal induced on metal strip teégmbmels. Moreover,
the assembled RPC gas volume is filled with linseed oil, wicthen slowly
taken out. The resulting effect is the deposition of a thyetaof polymerized
oil which smooths the inner bakelite surfaces. This is denerder to reduce
the surface imperfections that strongly affect the detedtwk current and noise
counting rate. The readout panels are segmented into singsimply pressed
on the external electrode surface. The readout strips @aee@lon both sides
of the gap and arranged in perpendicular directions in ode wiith respect to
the other, allowing to measure the andy-coordinate of the ionizing crossing
particle. Strip panels are separated from the graphiteirogpdty an insulating
PET (Polyethylene-Teraphtalate) foil.

A ATLAS RPC unit consists of two independent gas volumesgcivlaire read-
out by two orthogonal sets of pick-up strips (see bottomuypecof figure3.1).

Two detector layers of one RPC units are interleaved witeglsupport pan-
els. The support panels are made of a light-weight papenfoomeb and are held
in position by a solid frame of aluminium profiles. Two extakisupport panels
interconnected by the aluminium profiles give the requirtgthess to the cham-
ber.

The RPC units, with the exception of the BMS units (see nestiae for the
nomenclature), have a length in the transvergedirection exceeding the maxi-
mum length (3200 mm) of the available bakelite. For this oeabe gas volumes
are divided in two segments along thelirection with a 9 + 9 mm inefficient re-
gion between the two edge frames. The readout-strip paretso segmented in
the (p) direction, including the case of the BMS chambers, in otdeget an ho-
mogeneous trigger scheme for all chamber types. This gasnekegmentation
reduces the-strips time jitter by a factor of two.

Most of the RPC trigger chambers are made of two units. Theutwts form-
ing a chamber have an overlap region of 65 mm to avoid dead doeaurved
tracks (see upper picture of figuBel). Several RPC trigger chambers are made
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of one unit only.
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Figure 3.1: The cross-section of an ATLAS RPC chamber made of two units tmio
detection layers.

All standard RPC are assembled together with a MDT of equakdsions
in a common mechanical support structure: an example ofeb@ting layout is
shown in figure3.2 A number of small RPC chambers (special RPC's) are not
paired with MDT's. These RPC'’s are located around the magbgtand in the
feet region, where MDT's cannot be installed because of tdckpace. RPC's,
requiring less space than MDT’s, are used in these regiokeep the trigger
acceptance loss to a minimum.

3.2.1 Readout panels and front-end electronics

A RPC detector operating in avalanche mode produces sighélss full width
at half-maximum with a time jitter of 1.5 ns while on the eféiocy plateau. To
preserve this high time precision, the pick-up strips mushlgh quality trans-
mission lines with low attenuation and terminated at bottisenith their charac-
teristic impedance. The layout of a readout strip panel@whin figure3.3. The
readout strips have a pitch of 25-35 mm and they are placedRiaTafoil glued
on a rigid polystyrene plate. The polystyrene plate is cegeyn the outside by
an other foil PET and a copper sheet as ground reference.tiipg are separated
by a 2 mm gap with a 0.3 mm ground strip at the center to impr@e®dpling.
This sandwich structure creates an impedance of aboQtfdbthe strips, slightly
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Figure 3.2: A RPC chamber coupled with a MDT drift tube chamber instailedhe
ATLAS detector.
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depending on the width. The pick-up strips outside the PE&rkaare connected
to the front-end electronics.
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Figure 3.3: RPC read-out strip panel.

The front-end circuit is a three-stage shaping amplifielofeéd by a com-
parator. It is implemented by an eight-channel GaAs chipcivig bonded on a
printed circuit board and reading out eight strips. The tieacy response of the
GaAs-amplifiers has a maximum at 100 MHz with a 60 MHz banduyidtell
adapted to the rise time of the chamber signals. The frodtedectronics input
is coupled to the strips by a transformer integrated on thetgnt circuit and it
matches the signal polarities gfstrips andp-strips, which are opposite to each
other [32] [33].

The ¢-strips front-end output of two adjacent units are wired €R-This is
done to avoid unnecessary granularity and to adapt the R&©ue segmentation
to the trigger sector segmentation as will be discussedatiase3.4. The ¢-strip
length and the relative time jitter is in average about Hadfit-strip relative time
jitter, giving to theg-strips a more precise timing.

In order to be used for the trigger, a signal from a RPC has todmepared
with those in the two other RPC's along the path of the paaticThis task is
accomplished by an electronic system of fast coincidends praced on top of
the chambers. A detailed discussion of the RPC trigger sy&@iven in section
3.4
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3.3 ATLAS RPC detector layout

The muon detector chambers are arranged such that paftimheshe interaction
point traverse three stations of chambers. In the barrethlaenbers are arranged
in three concentric cylinders around the beam axis calle(BBtrel Inner), BM
(Barrel Middle), and BO (Barrel Outer). RPC planes are iltestiain the Middle
and Outer stations of the Muon Spectrometer always mechliyhassociated with
MDT precision chambers (except for some “special” chambdmso RPC planes
are integrated with MDT in the Middle stations and one RPQ@lanly in the
Outer stations.

The system is subdivided azimuthally into 16 sectors nusd&om 1 to 16.
The sector number increases in the direction of increasingth the number
1 corresponding to coordinate = 0. The odd sector (called “large sectors”)
are located between barrel coils and the even sectorscaiheall sectors”) are
covered by the coils (figurd.4).

The naming convention for RPC chambers are than BMS (Baredli Small),
BOS(Barrel Outer Small), BML(Barrel Middle Large) and BOB4rrel Outer
Large), except for sector 12 and 14 where the ATLAS feet acatkd and the
naming convention is BMF (Barrel Middle Feet) and BOF (Bb@ater Feet).

In sectiond.3, will be detailed how the hardware detector granularityass-
lated in the detector software description and thus in teabgrams naming con-
vention used in the following of this work.

3.4 ATLAS Barrel Muon Trigger

The trigger algorithm is based on temporal and spatial ¢derces of strip be-
longing to different RPC planes (see figud®). The number of planes is chosen
in order to minimize accidental coincidences and optimieettigger efficiency.
To reduce the number of accidental counts, the trigger ¢opera the bending
coordinates;) and in the non-bending coordinateseparately, but the trigger de-
cision requires both to be satisfied. The trigger algoritfam be divided into two
parts, respectively called loy trigger and highgy trigger, depending on the
value of the particle transverse momentum. This distimctvas made in order to
optimize the trigger according to the particles curvaturd their loss of energy
through the materials.

In case of lowp tracks, the algorithm uses information generated by the two
RPC planes of the Middle stations (Pivot plane and jgwplane in figure3.5).
In the bending viewn, if a RPC hit is detected in the doublet stripsof the
Pivot plane, a fast RPC hit search is made in the doubletssjrigf the low-
plane. The search is done with a spatial window (coincidevioelow or trigger
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Figure 3.5: The muon barrel trigger algorithm

road) whose center is given by a hypothetical particle witfinite momentum
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that travels from the point of interaction to the Pivot hihelwidth of the window
is programmable and the particles are selected dependirigegn- (a smaller
window width gives a higher cut ipr ). The relationship between the window
width andpr cut is obtained through Monte Carlo simulations for eacltoPstrip
(see figure3.6).

The trigger system can be programmed up to three windowslgineously
(corresponding to three differept threshold values). The transverse momentum
for low pr particles can varies between 5 and 10 GeV. To deal with thernav
background generating low-energy particles, the trigggma is required to be
revealed in at least 3 out of 4 layers.

The algorithm in the non-bending viewis identical to that described above
for n view, except that it links together strips belonging to adjacent chambers
realizing a logical-or. There could be up to three chamberkgical-or, this
corresponds to the maximum number of chambers alptigt a muon deflected
in the magnetic field can cross. Theview logical-or is realized internally by the
trigger and readout electronics and only for lgyw-and highp, planes (see figure
3.7). Instead, the) view wire-or is realized by cabling on the chambers and for
all three RPC planes (see figlB€).

In case of highpy tracks, the algorithm uses information generated by the
high-pr plane, requiring at least 1 out of 2 layer and the lpwtrigger pattern.
The algorithm used to search for the hit on highplane is quite similar to that
used previously and is based on the coincidence window pbonad&gain, it is
possible to program up to three coincidence windows at theegame, for various
values of the momentum cut. The transverse momentum forfigparticles
varies between 10 and 40 GeV.

The system is then able to resolve up 6 windows simultangdoséach view.
The trigger algorithms are realized by implementing cadecice matrix between
the signals coming from strip of the same view but belongmditferent planes.
Next paragraph will detail the trigger hardware layout.

3.4.1 Trigger hardware implementation

The differential signals coming from the front-end eleaios are sent to an ASIC
! named Coincidence Matrix (CMA). The CMAs are used to opefineetco-
incidence window between strips, generate the triggeradjdacate the bunch-
crossing and store the data waiting for the level-1 accep@jldecision.
Because of the coincidence windows overlapping, a RPC chambst send
its signals to more than one CMA. For this reason, the outigaids from lowp
and highp;r RPC planes are readout by splitters. The splitters are degitp

IASIC: Application Specific Integrated Circuit.
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3.4.1 Trigger hardware implementation
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Figure 3.6: Simulated Lowp trigger event.
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duplicate the signal and drive more than one CMA. Anothek tdghe splitter is
to convert from ECL? logic to LVDS? logic the RPC front-end signals. The pivot
RPC plane is directly connected to the CMA and a splitter is@quired.

The pivot and lowp; RPC planes are readout by 4 CMA's (2 fpview and 2
for ¢ view ) and mounted on the same trigger box named pgwWRAD. The task
of the lows PAD is to take data from the four coincidence matrix and seedit
to the highpy PAD.

The highpr RPC plane signals and the Igw-CMA trigger signals are read-
out by 4 highpr CMA mounted on the higlpr PAD. The highp; PAD, after
processing, sends data and triggers serially via optic fd#re off-detector elec-
tronic, in a room outside the detector. In this room the digiage received by the
Sector Logic (SL) and the Read Out Driver (ROD) modules. Tlygeér signals
are processed and shipped to MUCTPI (MUon Central Triggecéssor inter-
face), and hence, ultimately, to the CTP (Central TriggecBssor) which has the
task of taking the final trigger decision.

More specifically, the higlyr PAD, through a FPGA, takes data from the 8
CMA, executes the trigger logic between the two views, gslde greater trigger
threshold, solves overlaps and sends outgoing data argetrgjgnals. Figure
3.8 shows the structure of an ATLAS RPC trigger sector. In pafég a PAD,
mounted on top of a RPC chamber, occupy half chamber alongdivection and
contains 4 CMA, which manages to cover an afeax A¢ ~ 0.2 x 0.2, which
includes 4 Regions of Interest (Rol). The Rol is the spac@nag wich the level-
1 trigger identify possible interesting events and coveea® of An x A¢ ~
0.1 x 0.1, while a CMA1 covers a sectoAn x A¢ ~ 0.1 x 0.2 and a CMA¢
covers a sectofAn x A¢ ~ 0.2 x 0.1. On ATLAS there are in total 832 PAD and
1664 Rol.

The Sector Logic module collects signals from all PAD’s of dame trigger
sector (7 PAD’s for large sector, 6 PAD’s for small sectors) &as the task of:

¢ Resolve trigger overlaps in and indicate possible overlays with the adja-
cent sector.

e Select the muon with the greatgr threshold and associate it to the trig-
gered ROI.

e Select the muon with the second highgsthreshold and associate it to the
triggered ROI.

Once the data triggers were elaborated by the Sector Logdutapthey are
sent, via LVDS logic, to the MUCTPI, which receives infornoat from all 64

2Emitter-Coupled Logic: is the logic family used for signatsming from RPC front-end.
3Low-\oltage Differential Signaling.
4Field Programmable Gate Array
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Figure 3.8: Segmentation of ATLAS RPC small sector.
barrel Sector Logics and all 144 end-cap Sector Logic. ThelNIBI has the task
of:
¢ Resolve overlaps between adjacent Sector Logic.
e Select up to seven candidates for all gixthreshold.

e Read during a time window programmable up to two bunch-angsghis
in order to set the timing of the system and monitor diredbky activity of
the trigger chambers).

e Align temporally data from different sectors and assodiageright ROI.

The latency time of the trigger data in the MUCTPI should n@iszd 8 bunch-
crossing. The muon trigger data is then sent to the CTP, wibigbther with the
calorimetry trigger data built-up the final trigger decisio
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The RPC off-line monitoring developed in this thesis covmasic aspects of the
ATLAS RPC detector, such as electronics channels and reéatiop response,
and its standalone tracking capability The RPC off-line monitoring is part of
the ATLAS official software and data processing which arefyidescribed in
Sectiord4.1.1

In Section4.2 the main purpose and setting of the four software algorithms
which compose the RPC off-line monitoring, are presentad Séction4.3 an
overview of the RPC detector and readout electronics geaitylis presented to-
gether with the detailed single readout strip and singlennkhhistograms used
for RPC commissioning with cosmics. In Sectibd the monitoring of the RPC
and MDT signals correlation is presented and in sedfi@ns reported the RPC
tracking algorithm and its use to evaluate the RPC efficiency

In Section?? simulated cosmic and commissioning data monitoring plas a
compared, together with the validation of the techniquesiis measure the effi-
ciency.

4.1 ATLAS software infrastructure

4.1.1 The Athena framework

The ATLAS reconstruction software framework is called Atag34]. It is used
for a variety of purposes, including high-level triggerjrggmulation, reconstruc-
tion, monitoring and analysis. Athena provide a skelet@miework in which
users can embed his/her analysis code.

Athena is an enhanced concrete implementation of a ger@ragdanent-based
architecture called GaudBp], developed for a wide range of experimental and
computing applications. The development of Athena sofweas driven by some

1At the moment of writing the monitoring is not dealing withetfRPC LVL1 trigger chain
where signals from different coincidence matrix are adtéd, combined in two views, and se-
lected by the Pads, the Sector Logic and the MUCTPI (secosel:#).

57



58 RPC Offline Monitoring

general principles such as: the use of abstract interfawgslanamic libraries, a
clear separation between data and algorithms (this allfawgxample, the inde-
pendence of complex algorithms of track reconstructiomfraost simpler client
algorithms that use track objects), the need of manage d#talifferent lifetimes
and to assure separation between persistent and transient Als usual in par-
ticle physics, the framework is oriented to run on input datavent per event
steps and make use of python scripts (known as “job optictasifitialize and
configure run-time algorithms.
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Figure 4.1: Major components and their relationships of the Athena éaork.

Athena is a highly modular software and figurd shows a block diagram of
its components. Major Athena components, as shown in figreare:

Application Manager. The application manager is the component that manages
and coordinates the activity of all other components. Tglothe Event
Loop Manageiperforms the analysis on input data event by event.

Algorithms. Algorithms provide the basic per-event processing cajgluf the
framework. Each Algorithm is designed to perform a specifidwefined
operation on some input data, even producing output datdolllowing
sections of this thesis, algorithms written to perform tffdioe RPC mon-
itoring will be fully described.

Tools. As algorithms, tool can operate on input data and write dutgsults, but
they can be executed more than one time per event.
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Services. Software components providing specific capabilities nddale algo-
rithms.

Transient Data Stores. Data object used by algorithms are managed and orga-
nized by specific services depending on data type (eventditiactor data,
etc.)

Converters. Designed for the conversion of data from raw data to offlirmentat
and from transient to persistent (and vive versa) form. Takgw algo-
rithms code to be independent from the persistency meatmanis

Selector. Selectors perform selection of events that will be procgsse

ATLAS Software has a hierarchical structure: Athena istspliProjectsand
these ones are organizedfackagesa complete collections of projects is iden-
tified by an overalteleasenumber. Athena packages are managed in the EMT
configuration management environment and software codevisldped by using
SVN (Subversion) tool.

4.1.2 Data reconstruction process

As explained in sectio2.2.6 the data read-out by the ATLAS detector (Front-
End) are filtered by three levels of on-line triggers: levélYL1), level 2 (LVL2)

and Event Filter (EF)36]. The recorded events are stored into different streams
depending on purpose (calibrations, physics or monitQramgl trigger hypothe-
ses (muons, calorimetric clusters, minimum bias, and sa.pnThe “express”
stream is a special stream, contains a sample of each atjgertstream and it is
analyzed first to provide a fast feedback of the detectousta single run is split

in luminosity blockswvhich have a fixed duration (five minuts) and are written in
several files ( of 2 GB size maximum).

Data recorded are in byte stream format (RAW data) and cowtally hits of
electronic read-out channels and information about trigigeisions. Those data
are decoded and reconstructed by running Athena recotisinyarocess in var-
ious steps. First, data are translated from electronic mélanto correspondent
detector elements (i.e. read-out strips for RPC), thenecenstructed particles
tracks, energy deposits in calorimeter cells, etc. Finahe identified particles,
secondary vertex, etc. Detailed output of the detectornsiroction from RAW
data is written in ESD (Event Summary Data) files, AOD (An&y3bject Data)
files, also produced in reconstruction process, containnansary of the recon-
structed event and sufficient information for common anedys he data file size

2http://www.cmtsite.org/
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per event changes from 1 MB per event for RAW files to 100 kB peneof AOD
files (for ESD is 500 kB per event).

In parallel with each reconstruction process, off-line manng process are
performed.

ATLAS uses a hierarchical analysis model. The reconswactibove de-
scribed is run at the CERN computing farm (the Tier-O centre)the express
stream (see pa@4) as soon as data are available on disk and after on the dhffere
data streams.

Data quality is monitored online at the trigger level as vesloffline during
reconstruction. Monitoring histograms are checked bytstsfand automatically
via the Data Quality Monitoring FrameworBT)].

In the hierarchical ATLAS analysis model, the first step afmestruction/monitoring
process is done at the CERN computer farm called tier-0.

Detector calibrations, alignment, and basic detector atper have to be ver-
ified by rapidly reconstructing a smaller subset of the ptyygvents (express
stream). The first express reconstruction occurs as soomatasfar a run are
available and the necessary detector conditions infoondtas been replicated to
Tier-0, generally within few hours of the start of a run. Atldinal reconstruction
iterations will occur as necessary until the calibratioresapproved for full recon-
struction. First pass of calibration and alignment showdduss within 24 hours
after the data has been taken. The obtained constants areskd for the bulk
processing of the data, once they have been validated byoadee-processing
of the express stream.

Data are then distributed to the regional (calléer-1) and local (calledrier-
2) centres for data analysis. The Tier-1 centres are alsmnssiple for data re-
processing, i.e re-running reconstruction with improvatlration and alignment
constants and with improved reconstruction algorithms.

Specialized calibration centers at Tier-2 facilities dsoavailable in order to
increase the statistics and the computer power availablealdration purposes.
Specifically, Naples Tier-2 center is devoted to RPC cdlibrs. The RPC off-
line monitor software here described is fully integratethwhe Tier-2 calibration
center infrastructure.

4.2 RPC off-line monitoring

Inside the general ATLAS off-line monitoring package, RPGnitoring tool has
been developed. The RPC monitoring consists of four diffeadgorithms spe-
cialized for different aspects of the RPC detector dataatbje

Electronic channels monitoring Monitoring the detector at the basic level of the
read-out electronic channels (that means, for RPC, CMAmblansee sec.
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3.4.1). Itis run on RAW data in the first step of off-line reconstioa and
it is focused to check possible problems in read-out hardwar

Detector element monitoring Itis focused to monitor readout strips (offline iden-
tifiers).

RPC-MDT correlation monitoring It verify the correct time and spatial corre-
lation between RP@ view strips and MDT tubes.

Track monitoring To explore the tracking capability of RPCs, a track tool that
reconstructs muon tracks by using only RPC signals has beeglaped,
those tracks (that in the following will be call&PC standalone tracksire
used to evaluate the performance (efficiency and noise) &f &iRector.

The output of the monitoring application are ROOT histogsathat are grouped
in folder, one for each of the four algorithms. Further, bggams resultant of each
algorithm are classified and grouped in different sub-fcddeecording the differ-
ent granularity on detector representations and the @iftesipplication purposes.
This classification is described below:

e Commissioning plots These histograms are related to a single muon sta-
tion or to a single trigger tower. They are named accordingh®hard-
ware layout and used for commissioning. Because there argt 400 RPC
chambers installed and by counting an average number of is@@ghams
per chamber,the resulting number of plots is huge and thganired in
sub-folder according to the station name and Sector Logiclar.

In order to reduce the number of histograms during the comionsng
phase, where the RPC coverage was limited to a part of theapgaand
during normal runs, when single data file have no more thaaraéthou-
sands of events, the booking is done only when the very fitdidlonging

to that plots appear in the everautomatic plot booking To understand

at glance the RPC coverage and simplify the data qualitynaatic checks,
most of these histograms are booked exactly with the coreawje uto-
matic axis rangg A hole in these histograms corresponds to a hole in the
detector coverage.

e Sector plots.The monitored quantities are plotted for an entire sectaito
low a fast and comprehensive understanding of the deteesponse. The

SRPC Level 1 trigger decision quantities are not monitoretdmly quantities related to it,
such as: ‘Pivot’ strips and thresholds causing a local ¢dare in a single Coincidence Matrix
which are readout similarly to raw hits.
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histograms are organized in sub-folders, each one comelspg to a geo-
metrical sector. Similarly to the previous ones, thesedlgistms are booked
automatically and have automatic axis ranges.

Overview plots. These histograms are related to the global RPC status
going into details and monitoring high level quantities ttee RPC expert.

Shifter plots. These histograms are intended to be controlled run by run by
non expert shifters. These plots give a global and complete of the RPC
status without too many details.

Side A and C plots.These histograms are used to generate RPC Side A and
C data quality flags, which are stored into the so called GamwdDatabase

as required by the ATLAS experiment. These plots are groupesuib-
folders named RPCBA' and‘ RPCBC , where BA (BC) stands for Barrel
side A (C), and produced by the packages RpcRawDataValAdgRiC-
StandaloneTracksMon.

Readout strip panel summary plots.These histograms are meant to char-
acterize exhaustively the detector response in terms aforgapanel av-
erage quantities such as efficiency, noise, cluster sizengj, occupancy
and spatial residuals. These plots are produced by the gadRRCStan-
daloneTracksMon, where track informations are availahte] located in
the sub-folder nametdSumrar y’ . For each geometrical sector and av-
erage quantity there is a summary histogram, where eachdoresponds
to a readout panel, and a distribution plot filled with the sueny plot bin
contents.

Single strip summary plots. These histograms are meant to characterize
exhaustively the detector response with single readoit gtenularity in
term of the same quantities like the readout panels. Thess pte pro-
duced by the package RPCStandaloneTracksMon where trckniations
are available and located in the sub-folder nam€&dol DB’ . For each ge-
ometrical sector, detection layer, and average quantiéygetis a single strip
summary histogram. Each bin of the histograms correspandsréadout
strip.

Efficiency and noise maps. These histograms are meant to monitor the
RPC gas volume response during the lifetime of the experinnesrder to
perform aging studies. These plots are produced by the gpadR&CStan-
daloneTracksMon, where track informations are availabte] located in
the sub-folder namedRPCRadi ogr aphy’ .
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The four algorithms are highly configurable and driven bythmn” scripting
language file named “joboptions”. In these joboptions, tigerthms are called
with several parameters (properties) that can be easilygdw if it is necessary,
without to change (and re-compile) the C++ algorithm codewkler, in the C++
code there is always the default value of each parameteigtwter-written by
the value in the joboptions file, if exist. Furthermore, thgoaithms are meant to
be modular (some analysis can be switch on/off by settingag@te flags) and
scalable (we can reduce the granularity of histograms togednemory consum-
ing).

An important application of this feature is related to the(R&alibration. In
fact, the creation and filling commissioning plots, singkgpssummary plots and
Efficiency maps are turned off at Tier-0, due to the large cotimg memory con-
sumption. Nevertheless, they are produced at the NapleTalibration center
with all other histograms. This allows to save maintenadegglopment and de-
bugging time.

4.3 Detector and readout electronics monitoring

The readout and trigger electronics is implemented by deater programmable
Coincidence Matrix ASICs (CMAJRS8, 39] which are organized into independent
trigger towers. A CMA trigger selection consists of a fasbgetrical 25 ns tem-
poral coincidence of 3 out of 4 RPC layers for ‘LowPt’ triggeand 1 out of 2
RPC layers for ‘HighPt’ triggers, in addition to a ‘LowPtigger.

Input channels of each CMA are organized in 4 readout layEne. first two
layers (10 and 11 or ‘Pivot’ layers) have 32 channels each thedlast two lay-
ers (JO and J1 or ‘Confirm’ layers) have 64 channels each. IbwPt' CMA
readout the ‘Pivot’ and ‘LowPt’ planes with the 10-11 layersd JO-J1 layers, re-
spectively. Instead, the ‘HighPt' CMA readout the triggattprn send-out by the
‘LowPt” CMA with the 10 layer and readout the ‘HighPt’ planeittv the JO-J1
layers, than without using the 11 ‘Pivot’ layer. The laye@sdnd I1 are identi-
fied in the data with ‘ijk’ 1 and 2, and the layers JO and J1 wigki 2-3 and
4-5. In fact, one ‘ijk’ number span 32 consecutive channiisaddition, ‘ijk’ 6
is used to identify the ‘Pivot’ channel belonging to the geg hit pattern (trig-
ger hits), i.e., when occurs a strip coincidence generatimgger signal, ijk=6
reports the index of the pivot strips from which starts theaxcmlence. In short,
going out radially there are 6 RPC detection layers (namiealwPt0’, ‘LowPt1’,
‘Pivot0’, ‘Pivotl’, ‘HighPt0’, and ‘HighPtl’ ) and 3 RPC tgger hits (named:
‘LowPt-Trigger’, ‘FromLowPtToHighPt-Trigger’,and ‘HigPt-Trigger’) measur-
ing the bending and non-bending views.

A trigger tower is made by 2 phi and 2 eta views ‘LowPt CMA aiheé cor-
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responding 2 phi and 2 eta views ‘HighPt’ CMA. The trigger &»&/(named also
‘Pads’) split the geometrical sectors of each side in twepehdent parts named
Logical Sectors, corresponding to the strip readout padeigblet phi’ 1 and 2.
There are in total 64 Logical Sectors composed of 6 triggeets (‘Small’ sec-
tors) or 7 trigger towers (‘Large’ sectord)

The RPC cable mapping is a not trivial task because the san&a@tics im-
plements the trigger logic and the data readout. In fact,vtmdatrigger inef-
ficiency a large fraction of RPC strips are readout by two @elja coincidence
matrix in the ‘LowPt’ and ‘HighPt’ planes (named ‘cablingenaps’). The point-
ing geometry requires cabling overlaps which are positiepethdent along the
beam and when chamber boundaries are crossed in the benemgvull non-
bending view overlap is required between chambers (hamegidal-or’). More
details on a trigger tower mapping are given in sectdof.1and in Figure4.2
where three half station along z are shown, which are part®é&or Logic and
corresponding to one ‘doublet phi’.

4There are two exceptions: the ‘Small’ sectors 12 and 14 emss the ATLAS feet are
readout by 3 trigger towers per Sector Logic and the ‘Largetsr 13 is readout by 6 trigger
towers per Sector Logic.
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Figure 4.2: RPC trigger tower (Pad_n) implementing a projective mua@ytr based on

a geometrical coincidence between RPC raw hits from ‘LovpRthe, ‘Pivot’ plane and
‘HighPt’ plane. The trigger tower is segmented in four (RE)Region Of Interest's, there
are exceptions where only omeCMA is used and the trigger tower have two ROI's. The
trigger tower mapping overlap in ‘LowPt’ plane (O1) and ‘HRt' plane (O2) between
adjacent ROI’s inside a trigger tower and between triggereto(only n overlap inside

a trigger tower is shown). The trigger tower makes a ‘Logimalin ¢ view with the
station nearest to the IP on ‘LowPt’ plane (Lorl) and withfdmthest one or both ones on
‘HighPt’ plane (Lor2). The picture shows the “wired-or” (\Wan ¢ view of the central
station.

The RPC readout electronics granularity is translated tinéofollowing five
integer parameters:

e sector logic: from O to 63.

pad: from O to 6.

coincidence matrix: from 0to 7.

ijk layer: from O to 6.
e electronic channel: from 0O to 31.

An electronic channel is translated into one or more reasdtigs by the RPC
cabling service.

As already explained in secti®) the RPC detector is build from single RPC
units. The RPC planes are made of one or two mechanicallypament RPC
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units along the longitudinal direction (z gy and identified as ‘doublet z’ 1, 2 and
3,°, counting from the IP. The station number is positive in #dind negative in
side C, increasing along the z direction.

A ‘Middle’ RPC station is built by two RPC planes ( ‘LowPt’ argivot’
planes) and an ‘Outer’ RPC station by one RPC plane (‘HigpRtie). The RPC
planes inside a station are identified as ‘doublet r' 1 andBnting from the IP.
Most RPC stations are integrated with MDT stations.

The RPC strip panel granularity is translated into the fwsifgg nine integer
parameters:

e station phi: from 1 to 8 (humbers increase in the directiomofeasingp).

e station name: 2 (BMS), 3 (BOS), 4 (BML), 5 (BOL), 8 (BMF), 9 (BD
and 10 (BOG).

e eta: from -7 to 7 (increases in the direction of increasing z)

e doubletr: from 1 to 2 (increases from IP).

e doublet z: from 1 to 3 (increases from IP).

e doublet phi: from 1 to 2 (increases as phi).

e gasgap: from 1 to 2 (increases from IP).

e measure view: 0 for Eta measuring view and 1 for Phi measwimg.

e strip: from 1 to a maximum value of 80.

4.3.1 Readout electronics plots

The readout electronic channels monitoring algorithmgses not decoded RAW
data in the same format in which are written on disk from DA@teyn. Histro-
grams produced are segmented on coincidence matrix anaelsan

Coincidence Matrix plots

The electronic channel profiles, timing and trigger roadaganized in 63 sector
logic groups. The plots of Figuré.3 and4.4 represent few example. In Figure
4.3(a)the profile histograms show the channel count of a RPC laysvofidja-
cent coincidence matrix for all the pads of the correspogdiactor logic. As a

SThere are 48 special RPC doublets positioned on 24 coil ritistvare readout by the adjacent
station nearest to the IP and three quarter of them are foehéis ‘doublet z’ 3 and one quarter as
‘doublet 2’ 2.
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general rule the pivot channel ijk=0 or 1 are plotted semdydB82 channels) but
the confirm channel ijk=2-3 or 4-5 are plotted together (6drotels) because this
correspond how they are connected along the readout singlga

Channel correlation plot between the trigger channel @jkand any confirm
channel are also produced (see Figli&(b) separately for each coincidence ma-
trix. Timing plot and correlation plots are put togetherle tsame folder, because
it is when both spatial and time coincidence between diffel@yers are verified
that the trigger fires.

The electronic channel time is displayed by histogramsilikBigure 4.4(a)
and4.4(b) where the electronic channel absolute time and the tina¢ivelto the
average trigger time in LowPt phi view.
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two adjacent phi view CM'’s. number and trigger channel number of the
same CM.

Figure 4.3: Examples of RPC readout channels commissioning plots. Bxatdrom
calibration stream.

Readout overview plots

Overview plots relates to the ATLAS RPC trigger-readoutrgiees (see plots of
Figure4.5).
The plot of Figure4.5(a)shows the distribution of the number of fired electronic
readout channel per event. The mean value of the distribugitarge because a
cosmic muon cross generally more than RPC sector and theenohBPC chan-
nels fired is multiplied by overlaps between coincidencerixaind by “logical-
OR” connection ofp strips.

In order to evaluate how the fired readout channel are diggibinto readout
hardware objects the 1D plot of Figude5(b)and the 2D plots of Figurd.5(c)
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(a) Time vs readout channel of a CM(b) Relative time w.r.t average RPC trig-
ger time vs readout channel of a CM.

Figure 4.4: Examples of RPC readout channels commissioning plots in- ‘RP

CLV1/Profiles/SectorLogic44’ folder: and ‘RPCLV1/Trigdeoad/SectorLogic44’ fold-
ers. Data are from calibration stream.

and 4.5(d) count the total number of fired channel per Sector Logic, Ratl a
Coincidence Matrix. The two bi-dimensional histogramsénan the X axis the
sector logic and on the Y axis, respectively, the Pad nunfoben(0 to 7) and the
Coincidence Matrix number shifted by eight times the Pad lmemm

The plots of Figuret.5(e)shows the distribution of the number of trigger hits
per event separated for the two views. The are four of sucloi.plfwo plots,
one shown in Figurel.5(f), display the correlation between trigger hits in Eta
and Phi view. Plots showing the correlation between Eta dmndd®incidence

Matrix trigger hits are also produced. These plots iderdifyarea called Region
of Interest (Rol).
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Figure 4.5: Examples of RPC readout channels overview plots in ‘RPCO¥&fview’
folder. Data are from physics-RPCwBeam stream.
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Four plots (figure4.6(a) shows the pattern of the coincidence matrix layers:
JO, J1, 10 and I1 associated to a trigger hit for the same @@nce matrix. The
majority logic is programmed into the CMA, therefore not edimbinations are
allowed.
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Figure 4.6: Distributions of detector layers patterns generating LowRrigger signals
in coincidence matrix.
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Figure 4.7: Distribution of trigger conditions for each single ATLAS RRCoincidence
Matrix (CM).

The 2D plot of Figuret.6(b)is similar to the previous ones. It shows for each
Sector Logic which detector layer patterns generate tigger in phi view. The
plot is divided in two parts along the Y axis, the lower pantakted to the LowPt
trigger coincidence and the upper part to the HighPt trigg@ncidence. LowPt
and HighPt triggers are realized with four and two indepenéC active layers
respectively. In standard configuration LowPt trigger togonsists of 3 out of
4 layers in the same trigger time window (25 nsec maximum)HigéhPt trigger
logic of 1 out of 2 layers, in addition to a LowPt trigger. Censiently, not allowed
layers pattern giving trigger (such as 2 out of 4 layers in Pbwigger) is evidence
of some inefficiency in the readout or fake triggers. The #&e aD plot similar to
the previous one but the trigger condition is monitored ftesingle Coincidence
Matrix (figure4.7). On the X axis is listed the coincidence matrix number shlift
by eight times the pad number and 56 times the sector logidoeund on the
Y axis is listed all possible layer combinations that coulctould not provide a
trigger hits.

4.3.2 Detector plots

A further step in the RPC monitoring is the check of the guetirelated to
physical detector elements (strips, panels, gas volurge, etstead of the elec-
tronic readout channels. Clearly, this monitoring alduontis run on data decoded
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by using map relating the electronic channels with the deteslements. In the
following, the histograms produced are classified by categehown in sec4.2

Chamber plots

Figures4.8 and 4.9 show the most relevant histograms with 1 strip granularity
(with the exception of the plot d)) and related to a singl¢icita layer and view
(with the exception of the-¢ correlation plot). To reduce the total number of his-
tograms, the eta view panels of different doubletz and pdw\ypanel of different
doublet phi are plotted on the same histograms with incngasumber of strips.
Due to the large number of RPC chamber types the total nunflsrps in both
views are in general different.

Together with RPC hits it is important to monitor the RPC tdus, which are
defined as a group of adjacent strips inside a window timecud@mce and directly
related to a charged track crossing the active volume. ToedgblFigure4.8(a)
shows the strip profile but a similar plot exist for the bantesr of RPC clusters.
An example of scatter plots between the hit arrival time anig & given in Fig-
ure4.8(b) From these plots is possible to extract time distributmmbnitor the
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(a) RPC strip profile. (b) RPC time vs strip.
Figure 4.8: Example of RPC single station commissioning plots in

‘RPC/Chambers/BML3AQ7’ folder.

RPC time alignment and spread. In Figdr®(a)is reported a two dimensional
plot displaying the hit multiplicity of the cluster to whidhe strip belong to and
in Figure4.9(b)the distribution of the cluster multiplicity for one readqanel.
Correlation plots between the two view of the same gas volareempor-
tant because they give localized information and can renpbwvéwired-or’ and
‘logical-or’ ambiguities in phi view by using the orthogdreda view. An example
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Figure 4.9: Example of RPC single station commissioning plots in
‘RPC/Chambers/BML3AO07’ folder.

is given in the plot of Figuré.9(c)where at a glance is possible to see the RPC
coverage. Phi-Phi or Eta-Eta strip spatial correlatiomieein gas volumes dou-
blets belonging to adjacent layer (same plane). For trigerthe correlation is
done with respect to the innermost pivot layer. An exampggven in the plot of
Figure4.9(d) These plots are meant to debug the RPC hardware mappinmggduri
the commissioning phase or after hardware interventiorherRPC chambers.
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Sector and ATLAS plots

A similar set of plots is also produced grouping togethemehars of the same
sectors to still have a detailed view but more focused onajlbkehaviour. Ex-
ample of sector plots are given in Th&PC/ Sect or s’ folder contains plots
showing they and ¢ view spatial correlation of RPC hits and clusters belonging
to the same gas volume (see Figdr&Qa).

One histogram shows one RPC layer of a geometrical sectoaiitations along

Z and both doubletPhi. For trigger layers the plots corresito trigger coinci-
dence in Eta and Phi views in the readout strips.
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view plane for one layer. plane for one layer.

Figure 4.10: Examples of RPC sector (a) and RPC atlas (b) plots.

RPC overview plots

Overview plots monitor integrated quantities for the en#TLAS detector (see
Figure4.1)).
The plots Figure4.11(a)and 4.11(b)shows the distribution of the number of
RPC hits and the number of RRCand¢ clusters per event, and the plot of Fig-
ure4.11(c)shows the time distribution of all RPC hits for one view. Nea-up
cuts are used to fill the timing plots which have a range of Z¥trfequal to read-
out window of RPC level-1 trigger system) with a total numbé&64 bins (bin
size equal to 3.125 nsec to the RPC internal clock). The pibEgure4.11(d)
shows the cluster size distribution of readout strips foe view.

Several two dimensional histograms map the RPC detectturssita a con-
venient way. Two example of these histograms are given inr€ig.12(a)and
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Figure 4.11: Examples of RPC overview plots in ‘RPC/Overview’ folder. tBare from
physics-RPCwBeam stream.

4.12(b) The first one shows the RPC trigger hits map. The same kindagf m
exists for RPC hits for each detector layer. The RPC map htvetition number
along the X axis and the sector number un-folded in threegslatong Y (see
dashed lines).

The second one shows the map of correlated Phi and Eta hfie efitire ATLAS
RPC detector for the corresponding layer.

Each bin in both axis corresponds to two crossing orthogstrgds of the same
gas volume and is filled if both strips are found in the evemte @istogram shows
all 16 RPC geometrical sectors of one layer un-folded in Réxvv The range
along the Y axis (Phi view) is equal to the number of phi stapthat layer. The
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positive (negative) range and along the X axis (Eta viewjjisa¢to the maximum
number of eta strip for that layer and side A (C) Eta stripsidgé A (C) are plot-
ted positive (negative). There are also histograms sirtoltire previous ones, but
with spatial coordinates Phi and Z in mm are used insteadipfrsamber.

1600
1400
1200
1000
800
600
400
200

Rpc Phi strip

o

1600
1400
1200
1000
800
600
400
200

9

Rpc Phi strip

<---SIDEC

Fr T Ry B |_ = T i T ] 106
= E | = 10°
o -, 4 =10
E_ — i _5 10°
- & w2 =
= = = 10°
- E : © J@E 10
:...1....|....|....|....|....Ef.=:§=.|g..: 1
00 -300 -200 -100 0 100 200 300 400

<---SIDEC Rpc Eta strip SIDE A --->

(a) Low Pt trigger hits map.

:' T == =7 T T T TR T ':
- § 1 gF= 0
S e B 5s 3 37110
= T EG
- N 4 410
E_ = - - _E 10
:. NI TEE. e =S e b e =) é. L .: l
00 -300 -200 -100 0 100 200 300 400

Rpc Eta strip SIDE A --->

(b) Pivot O plane hits map.

Figure 4.12: .



4.3.2 Detector plots 77

Trigger data

Histograms intended to monitor the setting and the respohsee trigger to the
programmed spatial coincidence are also produced by RR{mefmonitoring.
The width of the spatial geometrical coincidence (namedder road’) can be
programmed to correspond up to 3+3 high transverse momemaokvalues.

Figure4.13(a)shows the distribution of the conventional number namede$h-
old” which labels the trigger configuration for one view. @thsix histograms
shows the scatter plot between the ‘Threshold’ and the 2Caghparameter of
the trigger segment defined by trigger hits and the confirm. Hitigure4.13(b)
clearly shows a projective trigger road in non-bending viesvextracted from
cosmics data. At the time of this writing the trigger roadtbggam granularity
is only limited to small and large sectors, in addition to LblighPt and Phi-Eta
view.

[ RPC_Threshold_Phi | Entries 11 [ RPC_TriggerRoad_Large_Phi | [Enties 600 |
X10° Mean 1.631

RMS .421 10°
17 NC:99
osl w3 10
r e
0.6 10°

i e
L 107
Bl - ]- -"

0.2 Lp2:2 10

| T S O S A AN |
0" rii0 tPziz LPma PO HPZ2 PGS NG®O -1 -08-06-04-02 0 02 04 06 08 1 a

(a) Distribution of RPC trigger hit thresholth) RPC trigger segment impact parameter
in phiview. in the corresponding view.

Figure 4.13: Examples of RPC trigger road plots in ‘RPC/TriggerRoad’.tdDare from
physics-MuonswBeam stream and run 148209 (1,850,000 eaeatysed).

Luminosity blocks

The ATLAS data is divided in luminosity blocks (‘LumiBlockswhich should
correspond to the minimum time interval where the insta@bars luminosity should
be evaluated. In order to monitor the instantaneous lunitinbg the RPC detec-
tor a chain of histograms storing information for each grofipontiguous events
were implemented.
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For every luminosity block XXX these specific histograms aooked and
filled by the monitoring algorithm and tagged as ‘luminodtgck histograms’.
Because the off-line monitoring at Tier-0 is split in dategiand sub-jobs, usually
a data-file don’t correspond to a luminosity block. The luasity block histogram
merging is done at Tier-0 with an appropriate tool calfenr geLBi nt er val s’ ).

The RPC luminosity block histograms are filled with the cepending trigger
hits. These plots are intended to monitor the RPC trigger fratm the readout
hits with time granularity equal to the run luminosity block

4.4 RPC and MDT correlation monitoring

The* Mit VsRpcRawDat aVal Al g' package was developed to check spatial
correlation and time synchronization between raw hits jgled by MDT and RPC
detectors. This was done by comparing the longitudinaltpssof MDT tube
hits and RPC Eta strip hits belonging to the same station &tep In order to
suppress a residual MDT noise a cut on the MDT ADC of about Sfhtis
always implied
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Figure 4.14: Examples of single station commissioning plots corretalRPC and MDT.
from ‘MDTvsRPC/Chambers/BML5A05’ folder. The noise cut DT ADC of 50
counts is implied. The data are from physics-RPCwBeamrstrea

The correlations is done between RPC strip number and MD& layer num-
ber. Because a MDT tube is long as the entirej(irection) chamber width and
it is coupled to two RPC panels, the RPC doublet readout gémel index allows
to establish the side of the tube when the hit was generatéaebsrossing track.
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This is important in order to monitor asymmetry in MDT detaatesponse along
the tube. Figuré.14(a)shows a histograms displaying the MDT TDC spectra in
nsec of MDT tube hits correlated to the corresponding RPMbu

Two dimensional plots showing the z hits correlation of otenp between
RPC and MDT for the entire sector (see Figdré4(b)are important in order to
verify the muon system synchronization with a limited numdsiehistograms. On
the X axis the RPC Eta strip Z coordinate in mm is plotted, wheron the Y axis
the MDT tube center Z coordinate in mm is plotted. The axigesare generated
automatically according to the minimum and maximum Z cooate of RPC and
MDT tube for the plane and sector.

4.5 RPC track monitoring

Because RPCs can measure eithand¢ coordinates of crossing muons, a track-
ing algorithm that use only RPC data has been implementefftime monitoring
[40]. Itis capable of producing a fast feedback on RPC deteettar gquality, with-
out using informations from MDT precision chambers and wittrelying on the
full ATLAS event reconstruction and combined quantities.

The RPC tracking is based on RPC space points, which are défynerthog-
onal RPC baricenters of cluster of the same gas volume. Titerpaecognition
is seeded by a straight line, which is defined by two RPC spaitggibelonging,
respectively, to low-Pt and pivot planes of the same or nestéition. RPC space
points not part of any previous tracks and inside a predeftistnce (50 mm)
from the straight line are associated to the pattern. Regytatterns with points
in at least 3 out of 4 layers in low-pt and pivot planes areinetd and a least
square linear fit is performed in two orthogonal views.

The patter recognition parameters can be selected by jmnspiThe ‘Merge-
PointDistance’, with a default value of 50 mm, establishbsmva space point can
be merged in a seeded RPC track. The ‘EtaStationSpan’, wigiieault value of 2,
and the ‘DoublePhiSpan’, with a default value of 1, est&liine range of stations
along z and sectors along phi that a track can cross in orderdiol pathological
tracks. With the default values a cosmic track crossing #teator top to bottom
results in two RPC tracks.

From data triggered with cosmics about 95 % percent of eVeaie at least
one RPC track; this is due to the strong correlation betweepattern recognition
and the trigger algorithm. Applying a quality cut of chi2fdo 1 about 70 % of
events have at least a good tracks and 10 % with more than bieeqiiality track
cut can be set by joboption changing the parameter ‘Chi2aiofC
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Figure 4.15: Schematic view of the RPC standalone tracking algorithnarti®g from
eta and phi clusters (with size less than 4), RPC 3-D spaagspare build (b). From
these points, a pattern recognition with linear fit is parfed requiring at least 3 hits over
4 RPC layers in Low Pt stations and at least 1 hits over 2 laperighpt stations (a).

Detection efficiency

The detection efficiency is measured by repeating 6 timefRPe€ tracking. At
each iteration the layer under test is removed from the patecognition and
track fitting. The track reconstructed is then extrapolatetthe active gas volume
of the removed layer and the crossing point evaluated. Nar amalysis on the
extrapolation accuracy is done at the moment of writing. &ffieiency is evalu-
ated only if the crossing point is inside a fiducial regionmegsed in term of strip
distance from active volume boundaries. The fiducial bostdex can be set by the
joboptions parameter ‘nstripfiducial’ which by default era. If the extrapolation
point is inside the fiducial region then the gas volume is msito be efficient if
at least one hit is found inside a search window expressesnmstof strips by the
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joboption parameter ‘nstripfiduceff’, which have a defqadrameter of 3 strips.
An unbiased measurement of the RPC efficiency is also matie idi¢tector
is part of the trigger decision. In fact, the 3 out of 4 majptiigger logic makes

the layer under test response irrelevant in the triggersi@ciwhen the other three
layers have a good track.

Uncorrel ated noise hit
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Ht on track

Correl ated noise hit

Figure 4.16: Definition of on trackshits, correlatedanduncorrelatednoise hits. Hits not
associated to any track are classified as “noise” of RPC chesnhits belonging to two

different gas gap of the same RPC doublets are defined “atetthoise”, whereas hits
present in only one gas volume are define “uncorrelated hoise

Noise Measurements

The detector total noise is measured taking into account RBGhot belonging
to any RPC track, that is, farther away than the parameterd®fointDistance’.
The correlated noise is defined by RPC noise hits belongitigetsame chamber
but different gas volume and inside a spatial window defingdhle parameter
“mer gePoi nt Di st ance”. The parameters occurring in the noise definition
are kept equal to the track pattern recognition parametestady conservative.
This could change if further needs emerge.

The noise is expressed in term of Hertz per centimeter sdquatiee formula:

Counts

Events - w - sur face’

Noise =

wherew is the rpc readout time window and is equal to ps&c, the maximum
value allowed by the hardware and used for cosmics.
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Cosmics run versus collisions run

Cosmic rays arrive randomly in time and not uniformly on débe surface. This
makes detector studies with cosmics less accurate thenhbeim collisions.
Tracks produced by beam collisions are synchronous witimbaack, pointing
to the interaction point, and uniform in azimuthal angle asdudo-rapidity. The
difficultly with beam is due to the presence of the magnetikl feand operation
at high luminosity. The above described pattern recogmiind the track quality
cut correspond, in magnetic field, to a cut in transverse nmbome. At high lumi-
nosity a large uncorrelated and correlated backgroundddogtease the number
of fake tracks significantly. Studies with a Monte Carlo s&npith pile-up and
cavern background are underway at the time of this writing.

Commissioning histograms are related to single chamberhave 1 strip
granularity. The plot of figuret.17(a)shows the profile of strip crossed by the
tracks reconstructed with the other layers. Similar hisdags are filled with the
profile of strips crossed by the tracks, reconstructed vhthdther layers, with
a nearby fired strip in the same view (figu4el7(b) and in both views (figure
4.17(c) respectively. The three previous histograms allow to cot@ghe readout
panel detection efficiency not conditionated or conditteddo the other measur-
ing view. The histogram of Figurd.17(d)show the distribution of the spatial
residual defined as the difference between the projectek lmaal coordinate and
the RPC cluster local coordinate. The track extrapolatroore are not subtracted
from the residual evaluation.

RPC tracks overview plots

The general plots show quantities related to RPC track stand capability for
the entire ATLAS detector. In this section only some of thermiew plots are
described (see Figu# 18 and the other general plots are discussed in Section
5.2.1where shifter plots are described.

The quality of the RPC tracks reconstructed with all layeesraonitored by
the distribution of the chi2 per degrees of freedom, the 3ICRPace points mul-
tiplicity and spatial and time residual. The histogram afui¥e4.18(a)display the
distribution of the total chi2 per degree of freedom (bottws) and the histogram
of Figure4.18(b)shows the scatter plot between the chi2 per degree of freefiom
the two views separately. The distribution of the number@fR3PC space points
associated to the track and used by the straight line fit isgalan the histogram
of Figure4.18(e) In addition, the RPC tracks are classified according to the 3
RPC points layer combination and the distribution is showrhe histogram ti-
tled of Figure4.18(f). Spatial track residual distribution and the time spread of
the 3D RPC space point are also reported in Figuid(c)and 4.18(d)
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Figure 4.17: Examples of RPC single station commissioning plots.

In order to visualize directly the origin of the tracks (casprandom, single
beam, beam collisions, ...) and the trigger stream (RPC,,T®&€id, MTBS, ...)
the reconstructed tracks are extrapolated on differemtggdauch as (x,z) plane at
y = 81 m, corresponding to the ATLAS surface (see Figou&(f)). In addition,
two-dimensional track parameters distribution in term raick pseudo-rapidity
variablen = —In(tan(6/2), with 0 the track poloidal angle, track impact pa-
rameter b and the track azimuthal anglare also produced (Figurdsl9(a)and
4.19(b). Finally, one dimensional track parameters distributos shown for all
above quantities (see Figuréd.9(c) 4.19(d)and4.19(e).
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Figure 4.18: Examples of RPC track overview plots in ‘RPCStandAlonekrac
Mon/Overview’ folder.
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RPC Data Quality

The applications of RPC offline monitoring consist of:

e giving informations about the status and the behaviouretigtector almost
in real-time, spotting possible problems which can occunsng) detector
operation;

¢ defining the quality of data recorded and therefore the pdggito be used
for analysis;

¢ defining the effective detector working parameter (sucHfasency, cluster
size, etc.), which must be used to obtain Monte Carlo sirariats realistic
as possible.

In this chapter, the second and the third items will be detailvhereas the
results of the application of monitoring package to studied®sr performance
are postponed to next chapter.

5.1 Muon Spectrometer Data Quality Chain

Data quality is a crucial issue for physics analysis. Thea dafality process has
been introduced with the aim of marking reconstructed daéxvery run as usable
or not for performance and physics analysis in ATLAS expernin Because the
size of the ATLAS collaboration and the complexity of theadstor, it is necessary
to use a tool that allows final users to extract good runs. dubis designed to
hide technical detector details to final users.

The quality information of detectors is summarized in ‘fi@lights™-like flags
[41], that can assume five values described in tdble Data quality flags are
generated for each sub-detectors and for each data qualitges (detector con-
trol system, on-line and off-line) and have the time grantyaf one luminosity
block. All informations are stored in a dedicated condi§atatabase: in total,
there are more than 100 data quality flags recorded. As atrésuhnalysing the
data quality flags obtained above, officgdod run lists(distinct for individual
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Status Light  Description

Disabled black indicates that the system has been disabled.

Undefined gray  indicates that a clear statement cannot be made (for
example in case of short runs with a few statistics or
in case or data quality problems).

Bad red indicates that the fraction of data is considered not
suitable for physics analysis.

Good green indicates that the fraction of data is considered suit-
able for physics analysis.

Flawed indicates that data are not good, but are possible re-

coverable. The flag igellowif a calibration work or

the precise status determination is still underway, and
the use of the data should be postponed until the work
has been finalized (in the chosen model, after the final
reprocessing the detector status should be golyd

or bad).

Table 5.1: Data quality status flag codification.

physics objects) are defined and delivered to physics groupHysics analysis
and publication of physics results.

Data monitoring is first done online, on a sampled subset ®fetrents be-
ing recorded, to quickly spot problems and instabilitie® fécus here on offline
monitoring, which is performed after the data has been takieally in parallel to
the event reconstruction chain (see Figbr®, at the CERN computer farfier-0
(see sectiod.1.2. Muon offline monitoring ensures that the initial data ifsa
factory (first pass) or that the calibrations are valid (s&tand higher passes).
The off-line data quality process of ATLAS is based primaoh analysing his-
tograms produced by monitoring tool that runs in Athena (despterd). These
tools are active during prompt reconstruction but can atsaded independently.
Tools are already implemented to monitor information raggfrom hardware
readout errors to dimuon masses for)Jand Z reconstruction.

There are two ways by which the histograms are analysed:

manual checks: histograms are viewed by shifters, both in ATLAS controlmoo
during data taking and off-line after run end;

automatic checks: the automatic tool DQMFQata Quality Monitoring Frame-

work) [42] performs checks of histograms by applying specific methods

(detailed below) and publish the resulting flags on web pages
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Figure 5.1: Schematic diagram of the flow of the offline muon Data Qualityriitoring
with respect to the data processing.

The monitoring algorithms can only use a limited amount ofrrogy (typi-
cally no more than 100 MB per algorithm) and time (less thaacasd per event);
this is particularly important for central processing ofvrdata at CERN, so that
monitoring histograms are created as soon as the dataigselilable.

5.2 RPC Data Quality

Data quality plots are automatically presented in a dedibaieb pagé, figure5.2
shows links to different technologies plots, in particulaks to folders in which
RPC histograms are grouped are expanded; plots which amymaeant to be
checked by human shifters are detailed in paragrajhl, whereas automatic
checks of histograms are shown in paragrggh3

5.2.1 RPC Shifter plots

In this section the subset of histograms produced by mongopackage and
checked by data quality shifter is presented. Shifter pipte the general sta-
tus of the detector at one glance, without knowing RPC detelstails.

RPC plots

The two-dimensional plot Figurg.3(a) shows the geometrical map gfvs ¢
view trigger hits of RPC in the spectrometer. The chosen dioates are the

https://atl asdgm cern. ch/ webdi spl ay/ tier0/
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[=] Overall Status: Red
CaloMonitoring:
CentralTrigger: Green
Global:
HLT: Red
InnerDetector: Red
JetTagging: Red
Jets: Undefined
L1Calo: Green
Llinterfaces: Undefined
LAr: Red
MissingEt: Red
MuonCombined: Red
MuonDetectors: Red
CSC: Green
MDT: Green
= MDTvsRPC: Green
[ RPC:
=1 GLOBAL:
= ClusterSize_per_Sector: Green
» Coverage: Green
= Efficiency_per_Sector:
= Noise_per_Sector: Green
= RPC_StandAlone_TrackQuality: Green
= RPCBA:. Green
= RPCBC:. Green
= RPCLVL1: Green
TGC: Red

O] B [ [+ [ B EE

MuonPhysics: Red
MuonSegments: Green
MuonTracks: Green
Tau: Green

TileCal: Red

egamma:

Figure 5.2: Links on the ATLAS off-line data quality web display (RPC deks are
expanded).

pseudo-rapidity and the azimuthal angle. It is intendechtmnsthe RPC trigger
geometrical coverage.

There are other two-dimensional plots showing the totaint®wf RPC in
LowPt and HighPt stations, without distinguish betweesnd ¢ view hits. It is
intended to show the RPC trigger layout coverage. The tweedsional plot of
Figure5.3(b)shows the total counts of RPC without distinguish betweand
view hits. On ther axis there is the station number within a geometrical sector.
On they axis there are shown the total counts of LowPt, Pivot, anchRiglanes
for all geometrical sectors.
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Figure 5.3: Examples of RPC general status plots in ‘RPC/GLOBAL foldeata are
cosmics muons taken during November 2009 ).

RPC level 1 plots

Regarding to monitoring of RPC triggers (see secto8.]), the plot of Fig-
ure5.4(a)shows the combination of LowPt RPC layers inside a coinadana-
trix in correspondence to a trigger hit in the readout forreR®C Sector Logic.
On they axis, the LowPt and HighPt trigger combinations are shovpassely,
the first one at the bottom part of the plot and the second orieeiupper part.
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Figure 5.4: Examples of RPC general status plots in ‘RPCLV1/GLOBALdiet.
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The fact that bins corresponding to combinations forbiddgrrigger require-
ments are not empty indicates possible problems in RPCretecs. The plot of
Figure 5.4(b) shows the time distribution for each Sector Logic of the Hbiw
RPC channel hits. LowPt hits time and HighPt hits time arexshseparately in
the plots along theg axis, the first one at the bottom part of the plot and the sec-
ond one in the upper part. This plot of Figuset(c)shows the RPC trigger time
distribution (ranging from 0 to 7 BCID) vs the event trigggpé bit (ranging from

0 to 7). The plot of Figuré.4(d)shows the correlation betweenand ¢ trigger

hits (in the case of low trigger): the two views trigger are strongly correlated
and the first bins along the diagonal should be the most ptgalila

MDT and RPC correlation plots

The spatial and time correlation between MDT and RPC mustakent under
control. To easy spot possible problems the plot shown inrfei§.5is used. This
plot shows the distribution of the spatial residual alongending view) between
RPC hits (strip position) in eta view and a MDT Hit (wire pasit) belonging to
the same muon station and having RPC plane and MDT multilagar-by. The
residual distribution is about centred around zero with i@ag@ of about 50 cm.
Any significant deviation from these values spot a syncls@ton problem for
one or both detectors.
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Figure 5.5: Distribution of the difference between MDT tube z coordeanhd RPC eta
strip z coordinate

RPC standalone tracks

The aim of these plots is to provide a quick overview of theliggaf the muon
tracks selected by the RPC.
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Figure 5.6: Examples of RPC track general status plots in ‘RPCStandNlcack-
Mon/GLOBAL folder. Data are from physics-RPCwBeam streamd run 113860
(6,600,000 events analysed).
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The plot of figure5.6(a)shows the distribution of the number of tracks recon-
structed in each event, provided by the RPC standalone s&cation algorithm.

The plot of figure5.6(b)shows the distribution of the Root Mean Square val-
ues of RPC hit times belonging to a single RPC standaloné&.tréadéter RPC
timing calibration, a spread much less than one bunch ergssiexpected.

The plot of figures.6(c)and 5.6(d)shows the total number of tracks extrapo-
lated on each RPC layer and the number of extrapolated traiths near-by hit.
The RPC layers are divided in Large and Small sectors, in ikdeéP4i views for a
total of 24 bins.

The plot of Figureb.6(e)is the ratio of the two previous plots and shows the
efficiency.

The plot of Figure5.6(f) shows the two-dimensional distribution of impact
parameters of tracks reconstructed by the code RPCStandA&xtrapolated to
the surface. Are clearly visible the areas from which conhesgreatest number
of muons reconstructed by the RPC, which correspond to thétdes of the AT-
LAS experimental cavern, through which the ATLAS componeaite descending
for installation. Besides these areas, there are two secpagdeas across which a
not negligible! number of muons reaches the detector. These areas aralrelate
the shaft of the experimental cavern lifts.

The shifter plots above described are summarized in the &abhccording to
corresponding monitoring algorithm.

5.2.2 Data Quality Monitoring Framework

The Data Quality Monitoring FrameworkDQMF) [42] is a software tool devel-
oped to perform automated analysis on monitoring data ameh¢ode results in
flags as defined in tab 1

The DQMF is based on applying some operations on histograousiped by
monitoring package: for example, the operation can be thkiation of the mean
or the RMS of a histogram, the Kolmogorov test, the countihthe number of
bins with content above or below a predefined threshold, apesison with a
predefined histogram used as reference, etc. The numeezmalt of these oper-
ations is compared with the thresholds which definegbed andbad interval.
The operation are defined in tiEQ)MF algorithm that are managed by a general
configuration script
Figure5.7shows an example of application of DQMF to the two-dimensipiot
showing the trigger coverage of RPC in side-A of “lpy ” stations. Each bin in

1The not negligible amount of cosmics from elevator shaftsaler than cavern holes, was
unexpected. This “discovery” of ATLAS elevators was an temtional application of physics
Nobel prize L. W. Alvarez proposa#p] to search hidden rooms in Egyptian pyramids by looking
at cosmics flux anysotropy.
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RpcLv1lRawDataValAlg

| Type | Title | Description |
TH2I | TriggerCondition_vs_SectorLogic| Majority trigger logic vs Sector Logic
TH2I1 | rpclvl_BCid_vs_SectorLogic Trigger Bunch Crossing vs Sector Logic
TH2I | rpclvl_BCid_per_TriggerType Trigger Bunch Crossing vs type of trigger

RpcRawDataValAlg

| Type | Title | Description |
TH2I | EtavsPhi_TriggeredMuons LowPt trigger map in¢,n) plane
TH2I1 | GlobalHitsPerRPCMiddle RPC Middle Station hit map
TH2I1 | GlobalHitsPerRPCOuter RPC Outer Station hit map
TH2I | rpc2DEtaStation RPC Station hit map

MdtVsRpcRawDataValAlg
| Type | Title | Description |

| TH1l | MdtRpcZdifference

RPC and MDT residual along z

RPCStandaloneTracksMon

| Type | Title | Description |

TH2I | rpczxSurfaceView RPC track map on surface

TH2I | rpctrack_bvseta RPC track pseudo-rapidity vs impact param-
eter

TH1I | rpcNtracks RPC number of tracks per event

TH1I | TimeTrackResidual RPC track cluster time residual

TH1l | Track_Projected_on_Layer RPC projected tracks on RPC layer

TH1l | Hit_on_Track_Layer RPC projected tracks with corresponding
hits

TH1l | Layer_Efficiency RPC layer average efficiency

Table 5.2: RPC Shifter plots with a short description.

the histogram corresponds to one RPC chamber (in the x ais ihthe chamber
index and all 16 RPC sectors are unfolded in y axis) and casithie number of
RPC Lowp trigger signals. The DQMF algorithm (all operational paeders are
reported in figure) used here checks (for every bin) if thedaintent is above the
threshold (the paramet8r nThr eshol d setto 5 in this case). The total number
of bins satisfying the above condition, callsBi ns, is the central parameter of
the algorithm: it is compared with the auto-explicativestiolds of red and green
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Run 155697, 1/tmp_physics_MuonswBeam
MuonDetectors/RPC/RPCBA
/rpc2DEtaStationTriggerHits_BA_LowPt

Location in ROOT file: Muon/MuonRawDataMenitoring/RPC/RPCBA
Jrpc2DEtastationTriggerHits_ BA LowPt

Assessment Details:

Name: rpc2DEtastationTriggerHits_BA_LowPt rc2bEiasStationinggs RiitsREATCow X

Status: Green E
Algorithm: Bins_GreaterThan_Threshold g 15—
= L
Num. of 5 46390.0 3 10t
Entries: o
B
in
Configuration Parameters: f [ 10°
g O
BinThreshold: 5.0 '3' L
MinStat: 20000.0 w L 102
TotalBins: 194.0 é— r
5_
NBins [ 10
XOOOOXXT I 2000000
135.0 175.0
% 2 4 6 g |
Results: <—IP RpcEtaStation ECA-->

Run 155697, 1itmp_physics_MuonswBeam
uon D f /RPCBA/rpc2D! i

. 1 Tri Hits_BA_L Pt
NBins: 192.0 riggerHits_BA_Low

NBins %o: 98.97

Figure 5.7: Example on automatic algorithm application on plot showihg trigger
coverage of barrel A side of “lowr " planes.

intervals reported in the figure. In this case, the RPC chasngh trigger coin-
cidence are 192 over 184the coverage is nearly to 99% and the resulting status
(regarding the geometrical coveragepmod The check is performed only if the
statistics is over the valud nSt at (otherwise the flag is set tindefinedl

The DQMF infrastructure stores all results in database aodige also an
history tool to monitor the detector performance over the time. Asrample,
the figureb.8reports the trend of the RPC trigger coverage percentagadefA
Low p7 ) for 2010 runs (with more than one million of events).

5.2.3 RPC Data Quality plots

The offline monitoring provides histograms to the Data Quadrocedure which
for each run flag the sub-detectors and triggers performasagood or not for
data analysis. The plots used as input to the Data Qualityepitare are stored in
the two folders:* RPCBA' and‘ RPCBC (see figures.2), according to Side A
and Side C. In fact, the data acquisition system is complstgparated in the two
sides (DAQ partitions).

The figure5.9reports off-line histograms of the subdirectory “RPCBA’ae

2The bins outside the black contour in the plot not corresgomdal RPC chamber and are not
counted in the number of total bin equal to 194.
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History of MuonDetectors/RPC/RPCBA/rpc2DEtaStationTriggerHits_BA_LowPt
Stream: physics_MuonswBeam; Algorithm: GatherData
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Figure 5.8: Trend of the RPC coverage (in percentage) of side A low Pt Rirane
bers during 2010 operations (only data related to run witlentban 100000 events are
reported).

displayed in the data quality web page. The coloured histogrborder corre-
spond to flags obtained by DQMF (secti:2.2) tool.

The plot of Figureb.9(a) contains the distribution of the average readout panel
cluster size. This correspond to one of the summary ploth@fjuantities anal-
ysed in the monitoring code (see SectmB), but separated in side A and C. The
data quality flag is segreenif the average cluster size is below 2.1 andrsetif
above 2.4.

The plot of Figures.9(b) contains the average layer efficiency taking into ac-
count only side A. This correspond to one of the shift plotsdmparated in side
A and side C. The applied algorithm checks if the histogranoisempty.

The plot of Figure5.9(c) show the distribution of the number of hits per event
for Side A. The peak in these distributions are generatedhbyhits of events
produced by muons, while the tail may be associated withyreients or events
containing multiple muons. The data quality flag is getenif the average value
of this hits are below 50 and set RED if above 80. The flag is GREEhe
histogram is not empty.

The plot of Figure5.9(d) show a two-dimensional map of trigger hits gener-
ated by “LowPt” coincidence. On theaxis there is the Eta station number along
a geometrical sector, ranging from 0 to 7 for Side A, and frdnto--7, for Side
C. On they axis there is the geometrical sector number ranging fromIi6tdout
with 32 total bins in order to have separate counts for cffieisector logic (dou-
bletPhi) inside the a geometrical sector. Similar plotsraadized with the hits
generates by HighPt coincidence. LowPt and HighPt triggsmhaps, provide a
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Figure 5.9: Screenshot of web page displaying histograms of RPCBA fodelour box
surrounding graphs result from applying data quality athons.

measure of the trigger coverage in the spectrometer baggbm. The choice of
binning equal to the segmentation of the trigger towersyvathn easy identifica-
tion of noisy towers or those that do not provide triggerse Blata quality flag is
setgreenif the number of station with trigger hits are above 95% oftibtal and

setred if below 90% of the total.

There is a threshold set to 5 in orecount

a station as having trigger hits. A similar map and algorigast for trigger hits
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generated by HighPt coincidence (figused(e)).

The plot of Figure5.9(f) and 5.9(g) are filled each time that a data block is
closed with the number of the RPEstations (of respectively pivot and high
plane) that have at least one trigger hit. For a run with stabld uniform trigger
and readout system, this number is expected to be constdrthardistribution
should be very narrow. The data quality flag is getenif the spread in the
number of responding station is below 15 andreeltif above 30 .

The plot of Figure5.9(h) shows the distribution of the raw hit times without
any selection. During the commissioning with cosmics th€R&adout window
size is set to the largest size of 200 ns (eight bunch-crgss®osmic muons ar-
rive randomly with respect to the bunch-crossing clock dredtime distribution
is flat inside the time window (25 nsec) of the bunch crossinglaw selected by
the trigger. After RPC time adjustment a single uniformlypptated bunch cross-
ing is expected. During beam collisions, the muons produmigethe interaction
arrive synchronous with the bunch-crossing clock and a tight distribution in-
side a single bunch crossing expected. The data qualitydlagtiGREEN if the
time spread is less than 45 ns and set RED if above 60 ns.

Data Quality DB Status Browser - Query Results

[NEELIELE Empty

Database:

COMP200_SHIFTOFL with tag HEAD
Logged in as user: aguida

‘ UFDATE DB H RESET H

Other

‘ ‘ + Debug infg H

Help

e Inner Detector Calorimeters Muons

Pixel SCT TRT ID Global LAr Tile MBTS é\:nak‘yuaj MDT RPEC! TGC €SC

B EEEEEBE ;228 ’ 5 v AOAE g5
-o INNNENEENERENEN ANEEE EN EEN ANEEEEEEEN
- HANIINNENNENEES ANEEE BN EERE ENEEENEEER
-0 HHNNNEEENEENEEN ANEEE EN EEN ANEEEEEEEN
-1 ANTNENEEEENEEN ANEEE EN EEN ANEEEEEEEN
1z-40 INNEENEENEREER ENNEE BN EEN ANEEEEEEEE

Figure 5.10: Screenshot of the web interface to the data quality flagsbdata The
off-line flags for the all technologies of four ATLAS subdetiers are shown, each one
segmented in side A/C. On the left is shown the luminositycklealidity range of the

flags.

Detector off-line flags obtained from a ATLAS physics run shewn in figure
5.10
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5.3 Summary plots

The monitoring package produces several histograms whicingrize for each
sector the average and the spread of the main readout paaelittes. These
“summary” histograms are one dimensional histograms andhe x-axis, one
bin corresponds to one RPC read-out panel and the cormelagbveen panel
index (in the histogram) and physical coordinates ( defirigzhg.66) is done by
the formula:

index = [view + (gasgap — 1) * 2 + (doubletPhi — 1) x 4
+ (doubletZ — 1) % 8 + Plane % 24 (5.1)
+ abs(StationEta) * 72 ] x sign(StationEta)

Pl ane is 0 for Lowp, panels, 1 for Pivot and 2 for High Pt. With this choice
the readout panel of Side A (positive bins) and C (negatins)oare clearly sep-
arated and the eta readout panel is followed by the correbpgrphi readout
panel.

The monitored basic quantities characterizing the RPCctiateesponse and
shown by summary plots are the following:

e readout panel efficiency

e gas volume efficiency

e average readout panel cluster size

e average readout panel spatial residual for cluster size 1

e average readout panel spatial residual for cluster size 2

e average readout panel spatial residual for cluster sigetahan 2
e average readout panel spatial resolution for cluster size 1

e average readout panel spatial resolution for cluster size 2

e average readout panel spatial resolution for cluster sizget than 2
e average readout panel time

e average readout panel occupancy

e average readout panel correlated noise

e average readout panel total noise

With the summary histograms, it is possible not only to speat presence
of a problem, but also to investigate which panel has a pmate behaviour
regarding to quantities listed above.

Another crucial task of summary histograms is the storinggbanformations
that has to be written in theéetector conditions database
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The effective RPC working parameters (efficiency, noiseduoster size) are
measured by using the summary histograms with the readanglgranularity
and then are stored, run by run, in a database. This allowadw khe real op-
erational conditions, which must be used to simulate, in td@arlo production,
the detector response more realistic than possible. In &lgbhysical measures
will be weighted by detector parameters to spot the systematertainties on
measures.

One example of summary plot is shown in fig&rd 1(a)where the measured
guantity is the average readout panel efficiency with itererr

In addition to the summary plots, for each sector and for @aysjuantities of
interest, distribution plots are made. One example is shavthe figure5.11(b)
for the efficiency. More precisely, the summary plot digitibn per sector are
evaluated for the previous quantities and for the spatsditeals spread for cluster
size one, two and bigger than two, for a total of thirteen samyndistribution
plots.

Furthermore, histograms showing the distribution for s\d@nd C separately
of all the above quantities are also produced.

Summary histograms like the previous ones but relative éosingle RPC
strip instead to one readout panel are also available. Tais phows all the strips
(both Eta and Phi views) along the X axis of a geometricalsdetyer with a
specific doublet Phi. These fully detailed histograms artegenerally produced
(except one) in standard reconstruction process at Tiee€ause the huge amount
of memory required, but are only used by detector expert oy detailed RPC
controls.

The only histogram with strip granularity produced at tlecontains the strip hit
counts étrip profile plo) and it is used for the evaluation of noisy and dead strips
by counting, at the end of run, the number of bin entries waspect to the total
number of events.

An example of profile plot is shown in the Figusel2

Results about the evaluation of the fraction of dead strig8RC detector will
be discussed in sectidh2.1

Histograms merging procedure

Data belonging to one run are stored in thousands of data(filgsause ATLAS
DAQ collect and store data in files which for safety reasonmatrbe more large
than 2 GB) which are analysed separately by the monitor cta@rder to use
the full run statistics a merging procedure starts autoradyi at tier-O computing
farm when the data run processing is finished. The merginggohare by default
add bin by bin the content of the same sub-histograms.
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Figure 5.11: Examples of RPC efficiency summary plots related to sectdbata are
cosmics taken during November 2009.

For quantities such as efficiencies, averages and norrdaiments, the merg-
ing operations are more complicated and a specialized RRIE w@s written
(RPC post process algorithm

In general, an efficiency is evaluated as the ratio betweemdmber of pro-
jected tracks with the associated hitg and the total number of extrapolated
tracks N,

¢ = N,/N,. (5.2)

and assuming binomial errors with an uncertainty given by:
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The quantitiesV,, and N,, are merged by the regular add operation and from
them theRPC post process algorithevaluated the efficiencies with the errors.

For the average quantitieslue and their spread we have available the relative
extensive quantities needed to evaluate the average asgried: the sum of the
entriesN,,...ics, the sum of the valued/,,;,. and the sum of the squared values
Nsquare- These quantities could be merged by the regular add operatid the
RPC post process algorithfrom them evaluates the average, the average of the
square and the spread by the following formula:

Nentries = Z(entm’es)i (5.4)
i=1
Nen ries
value = Noatue = iz (value), (5.5)
entries Nentr’ies
N) i Zt]\icntriris (UalU@)Q

7[ 3 _ square i=1 7 5.6
varte Nent’ries Nentr’ies ( )

spread = \/value2 — value” (5.7)



5.3 Summary plots 105

The bin content and its error are set equal to the averagenamsptread of the
guantity respectively. Similarly, the occupancy and thesegjuantities are evalu-
ated by the corresponding unnormalised plots divided bytdted event number.
The readout panel summary, the sector distribution, tha daality distributions
and the single strip summary are then re-computed to acdoutie final esti-
mate of those values by th®PC post process algorithnthe summary plots and
the distribution plots are filled with significant quantgienly at the end of the
process.

These kind of merging technique required to add severaliaddi auxiliary
histograms which are memory consuming and then a carefuhigattion had to
be taken into account.

Finally, after the end of merging procedure, a dedicadeduteoof RPC post
processalgorithm write out the summary results (average efficienhlysters size,
timing, etc.) for each panel in a database.
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Performance of ATLAS RPC detector

6.1 Introduction

In this chapter will be presented a detailed discussion atf®iresults on the
analysis of the RPC performance. This analysis was perfodityoéh using cosmic
ray data taken during the commissioning period (from the @rithe installation
in the cavern until the starting of the beam operation in autof 2009) and beam
data, particularly data registered in special runs withdbecalled “beam splash
events”. In addition, in November 2009, to characterized@gctor response at
the starting of the physics program of ATLAS experiment am#ériow the trend
of fundamental parameters (like efficiency and cluster)sasdunction of electric
field applied to RPC, several runs with high voltage set téedeht values were
taken (RPC high voltage “scan”). This is important also teahif RPC were
operated at the proper working point.

All the results were obtained by running the RPC monitoriagkage, de-
scribed in previous chaptdr In some cases, to perform a more detailed analysis
than that allowed at CERN-TierO facility, the package wasiruprivate prepro-
cessing sessions, using the CERN computing farm dedioategzktrs analysis and
using the worldwide distributed computing resources systalled GRID. For
this purpose, dedicated scripts were developed. The lalision plots showed be-
low were obtained from ntuples dumped out by database filgyaed by the RPC
post-process tool (secti@3). This method allows to store the relevant RPC oper-
ation parameter (efficiency, cluster size, etc.) for eael+eut panel in a file with
database structure. Therefore, it was easy to manage adargent of data, to
make statistical analysis over detector properties, tdyapgs on data and make
comparisons.

6.2 Studies with cosmics data

A commissioning effort has been on-going by taking data witbmics rays when
the first sub-detectors were partially installed in the AT®.pit [44, 45]. This final

107
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chapter presents the results of analysis carried out onicaosata taken during
November 2009, with the full operational detector and witthathe solenoid and
toroid magnetic fields at full values. Several hundred wrllcosmic ray events
during 2008 and 2009 were triggered by the RPC detector alhelcted by the

Muon Spectrometer in standalone mode or by all ATLAS detsdtocombined

mode. With these data were possible to show that the ATLAS8atlet is close

to the design performance and that the Muon Spectrometeadyrto identify, to

measure and to trigger muons produced in high energy prototon collisions.

Cosmic Rays =
With ATLAS 4

Toro ;(N

Field in ¢ \\

Expect z-dependent
Charge dislribulion

Figure 6.1: Pictorial view of ATLAS detector in underground experimararea.

Cosmic rays are coming predominantly from the verticalctien. They were
therefore particularly useful for studying the barrel @yiof the detector, where
they resemble particles from collisions, specially for bimétom sectors where the
timing is also similar.

During combined and standalone cosmic ray data-takingpg@sria complete
tuning and calibration of the detectors was performed aaildeltin this Section.

Most of the detector was operational during the cosmic-rata-daking pe-
riods. The cosmic-ray time alignment significantly imprdvine RPC trigger
synchronization with the rest of ATLAS detector up to few bhrcrossing.

Given the angular distribution of cosmics, local calibvat are statistically
limited by the small acceptance of individual detector meduespecially in the
vertical sectors. Therefore it was not possible to perfouath dalibration of the
whole detector with the same statistical accuracy.

The intrinsic detector efficiency measures the probabdity hit being reg-
istered in an operational detector element when a chargeitiparaverses the
sensitive part of the element. Both, a high intrinsic efficie and a low non-
operational fraction are essential to ensure good-quiaéitking.
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The intrinsic efficiencies of the RPC detectors are meashyesktrapolating
well-reconstructed tracks through the detector and cagrttie numbers of hits
(clusters) on the track and holes where a hit would be exgdaieis not found.

The measured inefficiency contains instead a contributiom fisolated dead
strips due to electronics inefficiency for which no correatis applied.

6.2.1 RPC coverage

In order to have a complete picture of the response of thetsiéwo-dimensional
maps of the readout hits were made for all six layers of actetector (figure§.2,
6.3and6.4). Moreover, two-dimensional distributions of the respoo$the trig-
ger detectors are also produced (figars).

As explained in chapte8, the muon trigger selects muons in barrel region
identifying them as lows (pr range approximately between 4 and 10 GeV/c)
or as highpr (pr range approximately from 10 to 40 GeV/c) muons. The low-
pr trigger (AtlasLowPt_TriggerOut) is made in BM chambers #ignal is sent
to the BO chambers (AtlasHighPt_TriggerFromLowPt) for final generation of
the trigger signal (AtlasHighPt_TriggerOut). In this cext, three types of two-
dimensional plots are made to monitor the trigger respohtigecdRPC.

These two-dimensional maps are made differently, depgndimthe use to
which they are intended. In the plots meant for the debugeti#ttector, each bin
corresponds to one read-out strip. In this way is easily émiifly the fractions of
detector that does not work, but non-instrumented zonesotl@appear in plots.
The same plots are reproduced by plotting the geometricsitipo of the strips.
This representation allows the identification of areas&@anot instrumented and
faithfully reproduces the geometry of the apparatus. Bmalut only for two-
dimensional distribution of the triggers information, tpiets are also produced
according to the coordinatesand ¢, this to allow consistent comparisons with
other systems of the ATLAS detector.

In order to measure quantitatively and define in detail theecage of the
detector, all the not operated strips are identified and toced. A strip is defined
as “dead” if produces less than 5 hits on the front end for donikriggers. In
fig 6.7is shown the number of not operated strips per panel (thédraof dead
strips is about 2% of the total strips).

6.2.2 RPC efficiency

The efficiency of the RPC detector has been calculated byguke standalone
algorithm shown in paragraph5. Efficiency was estimated starting from tracks
reconstructed with only RPC hits and without hits belongm&PC plane under
measure. When a reconstructed track is extrapolated on Rd&@,pa read-out
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Figure 6.7: Distribution of the number of dead strips for strip readoahel of the RPC
detector in December 2009.

electronic panel (or a strip) is declared “efficient” if tleeis a strip “fired” at
a distance smaller than one strip from the extrapolatiomtpoDuring normal
operation periods, not all RPC sectors operate at the sagievoitage value,
but, because temperature problems, the high voltage ofgperunstalled sectors
(numbered 4, 5 and 6) is set to the lower value of 9400 V (irst¢®600 V). The
not uniform conditions have to be taken into account durhegdata analysis.
Figure6.8shows the measured ATLAS RPC panel detection efficiency, eaicy
is related to a single RPC readout panel. To perform an aisalpsa homogeneous
sample, only panels with applied high voltage at 9600 V @leésector except 4,
5 and 6) and with threshold potential equal to 1 V are coneilein addition,
to exclude panels not crossed by enough number of cosmic sntacomake a
significant analysis, a further cut on the statistical samglpplied by requiring
a number of extrapolated tracks on the panel greater or ¢qaal200.

A fit with a Gaussian function performed over the efficiencgtdbution is
superimposed to the histogram distribution and fit pararaetee showed inside
the figure.

In the same way, we can define the efficiency for the gas gapnesu
When a reconstructed track is extrapolated on RPC gas velumeéook for a
signal on one of the two read-out panejsof ¢) located on the opposite side of
the gas gap. Theneasuredgap efficiencyz,,, is defined as the ratio between
the number of RPC signals (in at least one of the two panets}lf@number of
extrapolated tracks.

The efficiency of a read-out pangf® is the product of the gap efficieney,,
(the probability of occurring an avalanche discharge inghg when a muon cross
it) times the read-out electronic eﬁiciencgji) (the probability that the avalanche
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Figure 6.8: Distribution of RPC strip readout panel average efficientya Gaussian fit
superimposed.

produces a signals in read-out strips):

n _ L= ¢ _ R
€1 = Egap " Celet € = Egap " Celet - (6.1)

The quantities directly measured afeand=? and therefore is not possible to
measure exactly the real gas volume efficieagy,

If we defined” andd? as the deviations from the unity of electronic efficiency
e’ ande?,

elet elet”

el =1-06" &% =1-¢°, (6.2)

elet elet —

we found that the real and the measured gap efficiency artedeby:
Egap = Egap (1 — 0"6%) . (6.3)

Therefore, wherd”, §¢ ~ 0 the approximation of,,, for ¢,,, is reasonable
(in this case)® ands” are about 0.015).

The figure6.9 shows the distribution of ATLAS RPC gas volume average
efficiency, fitted with a Gaussian function, which paramete reported in the
box inside the figure. Each entry in the histogram correspamith a single RPC
gas volume. Also in this case, only RPC sectors operating gh voltage at 9.6
kV and threshold at 1 V are considered. As for the panel effigyea cut on the
number on extrapolated tracks is applied to exclude gags ot statistics. As
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Figure 6.9: Distribution of RPC gas volume average efficiency with a Garsfit super-
imposed.

expected, because bajand¢ signals are generated by the same avalanche, the
gas volume efficiency removes some electronic inefficiemzy/iais greater than
the panel efficiency.

From RPC efficiency, one can make a coarse estimation of itygetr effi-
ciency. If one searches a coincidence of hits in 3 out of 4rigythae trigger signal
probability is (if ¢; is the efficiency of i-th RPC panel):

=TT a+ ¥ [( I -) (1_5,.)]. 6.4

i=1+ i=1,4 j:'71é+'4
JFT

The formula of the trigger efficiency as function of the RPQgaefficiency is
more complicated, because trigger towers not correspoiRPPO chambers (one
coincidence matrix can read signals coming from more thaRRC chamber,
see pag52). Assuming that all panels have efficiency equal to averé#igaency
e; = 94.5%, we can estimate a trigger efficiency (for 3/4 majority) ddoas,, =
98.3%.

In order to determine the RPC intrinsic efficiency a main eésshave to be
taken into account. The first one is due to the fact that the R&€ actually
providing the muon trigger thus resulting in a trigger biastbe efficiency cal-
culation. The effect of the trigger bias has been removethftbe efficiency
measurement of an RPC plane by selecting all the events ichvthe other three
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planes (in the case of a Middle Station) were producing sitsce the trigger
requirement is a 3 over 4 planes majority logic.

6.2.3 Performance from off-line monitoring

The developed monitoring package analyses also RPC dathettk aelevant
guantities such as the cluster multiplicity, the occupaamag the number of noisy
hits.

RPC detector response is strictly dependent from enviromaheonditions 44],
[46]. For this reason, due to the difference of temperaturegoies the ATLAS
cavern, RPC detector are operated at different high voltagiees as a function of
y position. At the time of writing, the high voltage settirg® not yet optimized,
sectors 4, 5 and 6 are operated at 9400 V, whereas the othes&®R&'s are oper-
ated at 9600 V. To perform an analysis over an homogeneoasdatple, results
presented in this section are obtained from run where adladet was at 9400 V.

RPC cluster size

Sometimes, a single discharge in the gas volume can indugea s more than
one RPC strip (i.e. occurs a so-callddste), this is due to the charge sharing and
eventually to cross-talk phenoméndhe number of RPC strips fired in temporal
coincidence is calledluster size The cluster size is a relevant parameter for
RPC detector and it must be strictly monitored to ensurelarigber efficiency,

it is necessary to monitor the presence of strip panels withlanormal average
cluster size, that generally is due to front-end electrgmablems, rather than to
avalanche discharge in the gas volume.

Figure6.10shows the distribution of average cluster size of all ATLAB®R
read-out strip panels, referred to 2009 December cosmies @dl panels oper-
ate at same conditions of applied high voltage (9400 V) aodtfend threshold
potential (1 V).

In figure 6.11the average panel cluster size is plotted as a function abisec
number. Each point in the plot represents the average obrsédtributions and
the error lines are the spread of the distributions.

A dependence of average cluster size on sector angulaigositth respect to
the vertical cosmics is clearly visible. This is due to thet that, when a charged
particle cross a RPC detector not orthogonally, the chapgeduced by gas ion-
isation is greater than in case of orthogonal tracks, duddéddnger pattern in
gas and, mainly, because the space charge effect are reddagpeater electric

1A RPC strip is large 30 mm and, between two strips, a 0.3 mm igieterposed to reduce
cross-talk phenomena.
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charge collected on the bakelite surface can induce a mtaesa signal on read-
out strip.
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Figure 6.11: Average cluster size of RPC strip readout panels as a functicector
number showing a clear dependence with respect to trackaiicdn. Data are separated
for n and¢ panels.

For muons coming from the interaction point (almost orthegdo RPC sur-
faces of all sectors) a flat behaviour is expected with a @eevalue close to the
minimum of the present plot. Eta (Blue) and Phi (Red) panesdsshown sepa-
rately. Phi panels show a slightly higher cluster size tharpanels, it is expected
from detector construction: an additional PET (Polyethgl@eraphtalate) sheet
is inserted in between the gas volume and the eta readout pane
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RPC Noise

Noise hits are hits that is not possible to associate to any ®&tk. We define

two different type of noise: theorrelated noise and theincorrelated noise. As
shown in fig.4.16 hits present in both read-out panels of the same RPC doublet
and not associated to any reconstructed track, are classsieorrelatednoise,
instead, isolated signals present only in one layer of th€ Béublet are defined
uncorrelatednoise.
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Figure 6.12: Distribution of the average correlated and uncorrelateidenoounting rate
per unit area of RPC strip readout panels of sector 5.

Figure6.12show the distribution of average noise counting rate of RIPQ s
read-out panels belonging to sector 5. The rate is nornthfizethe area of RPC
read-out panels and the distributions of the two noise typesaperimposed in
the plot. The uncorrelated noise is directly related to tlemttend electronic
noise and cavern background, whereas correlated noisareitiskely produced
by charged particles crossing one RPC doublet, but not tier oibublets.

In the figure6.13is reported a map of hot points of the gas volumes (located in
Pivot layer O of sector 13). The map is obtained by using detart withrandom
trigger.

RPC time

The time of RPC hits, in read-out data, represents the tirs&ipo in the read-out
window relatively to the level-1 latency. The internal CNintng is crucial for

the trigger behaviour, each element of CM must be alignedydier to generate
the trigger coincidence signal. A perfect trigger alignmea not imply a good
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Figure 6.13: Map of the uncorrelated noise of RPC gas volumes of sectonde3G
belonging to pivot layer 0. The last two gas volume on thetrigére not triggered in this
run.

read-out alignment, this is due to the fact that trigger agatirout data follow
different path in the electronic chain. RPC monitoring pegdk use only read-out
information to plot RPC timing.

To this purpose, a dedicated section of the monitoring pgelchecks and
analyses timing data of RPC hits. Figueld shows the time distribution of
RPC hits for they (fig. 6.14(a) andy (fig. 6.14(b) views. At the moment of
writing, the RPC detector sections are not perfectly syocised: the plot reflects
this by showing a quite large distribution. When a final syodmsation will be
optimized, all entries should stay in a 25 ns window (a bumrolssing).

When the monitoring software reconstructs a track with RRG, lit also
checks the difference of the track hit time with the averaballoother track hits
time. This value should be compared with the time of flight afams between
different RPC layers. When the time alignment will be contgdie this check will
be a valid method, for example, to monitor the fraction ofatacks. Figuré.15
reports the distribution of this difference, obtained fr@610 February data.

6.2.4 RPC Efficiency and Cluster Size as a function of high
voltage

To optimize the RPC working parameters, the efficiency auastel size behaviour
as a function of HV was monitored. All measurements were ntiabeigh the use
of the offline monitoring. In this case RPC was used as triggézctor and detec-
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Figure 6.14: Time distribution of RPC signals in February 2010 cosmicsfar n and¢
hits.
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Figure 6.15: Distribution of the differences between hit time and therage time for hits
of the same track. Values are not corrected for the time ditflig

tor under measurements. In order to not introduce a biasimiasure due to the
trigger selection, during the track reconstruction theefaynder measurements
was removed and hits in at least 3 layers are always required.

Figure6.16 shows an example of this measurement: the RPC detection effi-
ciency as a function of HV for two readout panels of separaieds faced to
the same gas volume. The data are cosmics taken with madieddion. The
front-end discrimination threshold was set at the standahde of V,;,=1 V. The
gas volume efficiency, as calculated in paragrapR.2 as a function of HV is
shown in figure6.17.

All curves were fitted with the following equation:
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Figure 6.16: RPC average detection efficiency of two orthogonal strigloed panels of
the same gas volume as a function of the applied high voltage.
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Figure 6.17: RPC average gas volume efficiency as a function of the appigtdvoltage.
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wheres .i.qu 1S the efficiency reachable for infinite value of HY , is the volt-
age values at half value of maximum efficiency aif measures the voltage
difference between the values® efficiency andl0% efficiency.
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In order to characterize the performance of the ATLAS RPE distributions
of the parameters of the curve used to approximate the eftigias a function of
HV were plotted in figures.18
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Figure 6.18: Distributions of the three parameters of equaabobtained by fitting RPC
strip readout panel efficiency plateau curve like in figaréa

As for the efficiency, also the behaviour of Cluster Size wasitored as a
function of HV. As show in figures.19 the average Cluster Size increases with
voltage reaching an average value of about 1.6 for a volta§6@0 V. This value
was obtained with cosmic data and only for readout panels thié front-end
discrimination threshold set at the standard value gEY V.
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6.3 Studies with beam data

6.3.1 Beam collimator scraping events

On the 10-th of September 2008 the first events produced lgjesproton beams
circulating in the LHC were recorded with the ATLAS detectdn those days,
just before the 20-th of September LHC disastrous uncdett@uperconducting
magnet quenching between sector 4 and 5, RPC detector gevesrere about
70%. Instead, after the LHC recovery, on 20-th November 260®C detector
coverage reached about 99% coverage and the new collidargsen collimators
were very useful to complete the commission of the RPC datdot operation

before collisions and to perform important tasks such asafet time alignment,
channel mapping, etc. Selected examples of this collideanbwill be briefly

described in this Section.

For reasons of detector safety, during the 2008 beam spkstdpthe RPC
were operated at a high voltage value of 9200 V. From this éxgierience was
possible to assure that RPC could be operated safely dumasg tevents. In fact,
in the second beam splash period of November 2009, the RRCtdetvere op-
erated at the nominal high voltage value of 9600 V.

These so-called beam splash events were produced by ngltite protons on
the closest collimators located at 140 m upstream and dawarstof the ATLAS
detector. These collisions generated a large quantity micges reaching all parts
of ATLAS and illuminating the whole detector at once (a sch&nrepresentation
is shown in figures.20).

As an example, figurés.21shows the spatial correlation between eta and phi
hits firing on the middle station of RPC detector during a ‘finesplash” event hit-
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Figure 6.20: Schematic representation of a “beam splash” event prodincing ATLAS
detector by beam induced collimator scraping.

ting the whole volume of the ATLAS detector. In this eveng beam was coming
from the right side and an attenuation along the negativeszdaection is clearly
visible due to the particle flux absorption by ATLAS materild particularly, in
the region near the feet the particle flux absorption is evererpronounced with
respect to the other parts. In fact, the most massive olijestsrsed by the muons
are around the ATLAS feet.
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Figure 6.21: RPC hit map during a “beam splash” event in December 2009 siithle
beam from side A.

Important information for the detector start-up can be aotied from such
events. For example, the timing setting for each channéleétectronics readout,
determined beforehand from cable length and from cosmi, iggn be compared
to those obtained from the beam-splash particles. The Emgmunt of secondary
particles produced by interactions of protons with colliora and traversing the
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detector allows to have an instantaneous snapshot of thallbdetector, after time
of flight correction. Since the incident particles had a clien almost parallel to
the beam axis, they crossed many detector elements and wereuseful for
synchronization of the individual RPC readout units.

These comparisons are shown in Fig@22where the different points corre-
spond to the arrival timing of different eta view readout ichal along the z-axis
for single beams coming from the two opposite direction.
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Figure 6.22: RPC average eta strip time versus z position during “beaashplevents in
December 2009. The three scatter plots correspond to beanise beam 2 events and
beam 1+ plus 2 events with time of flight corrections.

After corrections for the different time-of-flights expedt for beam-splash
events, the predictions for the two beams overlap with aipi@t better than 5
ns. The same is true for the Outer stations where within eactios, the timing
results are also uniform to better than 5 ns. It is also ptesddo observe few
station not yet properly aligned in time showing that the Ritang was still
under finalization. The beam splash events were importamtdar to spot these
not perfectly time aligned RPC trigger towers.

Finally, verification of operational stability were alsogsible analysing and
comparing different beam splash events. In Fig@&3the distribution of the
number of RPC hits per beam splash for all of them is shows.gossible to see
how the number of hits fluctuation is compatible with theistatal variation and
with an average occupancy of about 90 %.
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Figure 6.23: RPC hit multiplicity distribution during “beam splash” ews in December
2009.

6.3.2 Beams collisions

This section briefly illustrate the RPC response during teeddnber 2009 proton-
proton collisions at 0.9 TeV centre of mass energy.

The spectrometer identification algorithms were optimjZedthe reconstruc-
tion of high-p- prompt muons and the rejection of the soft components whieh a
dominant in the sample collected at 0.9 TeV. The MDTs, TGG5RRCs were
all operating normally during beam collisions.

The algorithms used for muon reconstruction combine tréicks the muon
systems and the inner detector, but for the results preddmaee, two indepen-
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dent algorithms are used and only candidates selected hyaoetaccepted. The
kinematic distributions for these candidates are presenté.24

The muon spectrum observed is soft and strongly peaked ifotivard di-
rection, where the momentum is significantly higher for aegiypr and more
easily exceeds the average energy loss in the calorimdtaisoat 3.2 GeV. The
obtained kinematic distributions are compared to the ptemhs from minimum
bias simulation with the Monte Carlo normalized to the numdfenuons found
in data. Within the large statistical uncertainties goodeagent is found indi-
cating a reasonable understanding of the initial perfolearf the ATLAS muon
spectrometer47).

The momentum range is problematic for the muon trigger, whraaeptance
is limited for muons in this low p region, especially in the barrel region. Never-
theless, a clear correlation could be seen between RPtriges in they ando
view and the muon track reconstructed by the inner detedborea This correla-
tion is reported in the Figur&.25
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Figure 6.24: The distribution of eta and pt of reconstructed muons in Ddwer 0.9 TeV
collisions in data and simulation.

In April 2010 LHC started its first long term run at half designergy of 7
TeV centre of mass energy accumulating integrated lumipag to few fo?
until the end of 2011. The ATLAS detector early data analysis consist in
“re-discovering” standard model physics in order to caltbrand extract detector
efficiency and performance from real data. The most impoparticle 'candle’
for the muon spectrometer and the electromagnetic calogims the Z boson
decaying in muons and electrons respectively and, in gergrarmonium and
bottomonium resonances. During the writing of this thelsesaccumulated inte-
grated luminosity is about an order of magnitude too low tedethe Z boson in
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Figure 6.25: Azimuthal correlation (a) and in pseudo-rapidity (b) betweRPC trigger
hits and inner detector tracks in a sub-sample of Decemb@® 26llisions at 0.9 TeV
centre of mass energy.

one of the lepton channels taking into account also backgreuppression cuts.
Nevertheless, this allows for about one W boson event in enéim both leptons
channel. In fact, a W boson candidate for the muon and for ldetren channel
was recorded. In Figuré.26the first W boson candidate in the muon channel is
shown with two different visualization packages. The cMasignature is evident

in this event display: in the transverse plane a back-tdImagon and missing
energy of about one third of the W mass.

6.4 Conclusions

The end of the installation of the ATLAS RPC detector in Aug2@08 was fol-
lowed by a period of commissioning and calibration with casmn 2008 and
2009.

During this period the detector took data with high efficigficst with cosmic
rays then finally with LHC single beams and collisions. Theéata allowed full
tests of trigger, data-acquisition, and reconstructiggpathms and monitor the
system. Many detector properties were measured such agpawcy, efficiency,
cluster size and noise. The different RPC detector moduégs timed in with a
precision of few nsec inside modules and of few bunch-cnggsetween modules.

The observed performance on this early data showed that ThA3 RPC
Detector is fully operational and will provide high-qualitiggering and tracking
for LHC collisions.
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Figure 6.26: Event display of the first W boson muon-neutrino decay caatdidound
in April 2010 7 TeV caollisions leaving a clear muon track iretMuon Spectrometer and
transverse missing energy in the calorimeter. The two pstworrespond to the same
event represented graphically by two different visuai@asoftware.



Summary and Outlook

ATLAS is a general purpose experiment designed to discomew phenomena
at the proton-proton collisions of the Large Hadron Collieilt at CERN in
Geneva. The ATLAS collaboration designed and built a higtigpmance Air
Core Toroidal Muon Spectrometer, in order to minimize theommultiple scat-
tering. In the barrel region of the Muon Spectrometer Regd?late Chambers
(RPCs) are used as trigger detectors. The RPC detector staiéd and operated
during the last three years. The deep knowledge of the 4G0RPEC detector and
the complete control and understanding of its performaacesssential to pro-
vide a reliable muon trigger.

For this work thesis a versatile software was developed dtwige a detailed
detector monitoring, to perform an accurate detector cttarzation and to asses
detector data quality. The RPC off-line monitoring coveasib aspects of the AT-
LAS RPC detector, such as: electronics channels and reattqutesponse, stan-
dalone tracking capability, trigger related quantitiemihg, trigger coincidence
pattern and trigger road) and correlations between triggertracking chambers.
In addition, main RPC detector performances, such as: @fitees, cluster mul-
tiplicity, residuals and noise, are measured without rejyon the full ATLAS
reconstruction.

A big effort was also devoted to develop a coherent Data Quisimework
based on the information provided by the RPC off-line maimmig. Data quality
is a crucial issue for detector maintenance and physicysisal

RPC Data Quality is done both in the on-line and off-line namng. This
thesis is focused on RPC off-line Data Quality. The RPC ioff-IData Quality
framework perform checks mainly on the following quanstie

e Trigger Coverage

Detection efficiency

Cluster multiplicity

Noise level

Time alignments

131
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e Stability

Automatics quality checks are based on histograms and iagpdpecific al-
gorithms. To allow an easy and fast data quality evaluatio& histograms and
algorithm results are displayed on-line by a common ATLA&iework based
on dynamic web pages. A subset of dynamic pages specific todRERCtor was
realized in this work thesis. This allowed also to store mdtcally the RPC Data
Quality flags in the common ATLAS Database.

Finally the analysis of RPC cosmic data collected at the drnileocommis-
sioning phase is also presented together with the first besapisag test and col-
lisions events. In particular, a complete detector efficyescan is shown in great
details and the best working point "in situ” found. The réswif these studies
shown the good performance of the RPC detector as muon triggee LHC
environment with high coverage, high efficiency and low rois
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